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ABSTRACT

Wireless sensor networks (WSNs) consist of a large number of sensor nodes that are densely

deployed in a region of interest to collect data about a target or event, and to provide a variety

of sensing and monitoring applications. Efficient design and implementation of wireless

sensor networks has become a hot area of research in recent years, due to the vast potential

of sensor networks to enable applications that connect the physical world to the virtual

world.

There are many characteristics which differ wireless network from wired network and these

distinctions introduce the need for many different protocols of WSN at different layers i.e.

Physical layer, Data Link layer, Network layer, Transport layer, Application layer. Many

research works have been done on the design of low power electronic devices in order to

reduce energy consumption of the sensor nodes of Wireless network. MAC protocol of

Data Link layer; LEACH, DSDV, AODV, DSR of Network Layer and the standard IEEE

802.15.4 contribute to this factor in various ways. The uses, drawbacks, performance anal-

ysis and also comparison between separate MAC protocols as well as comparison between

DSDV, AODV and DSR protocols are discussed in detail throughout this paper.

Keywords: WSN, NS-2, MAC protocol, IEEE802.11, SMAC, TMAC, BMAC, Routing pro-

tocol, LEACH, DSDV, AODV, DSR, IEEE802.15.4 .
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CHAPTER 1

INTRODUCTION

1.1 Generel

A wireless sensor network (WSN) is a wireless network consisting of spatially distributed

autonomous devices that use sensors to monitor physical or environmental conditions. These

autonomous devices, or nodes, combine with routers and gateway to create a typical WSN

system. With the popularity of laptops, cell phones, PDAs, GPS devices, and intelligent

electronics in the post-PC era, computing devices have become cheaper, more mobile, more

distributed, and more pervasive in daily life. It is now possible to construct, from commer-

cial off-the-shelf (COTS) components, a wallet size embedded system with the equivalent

capability of a 90’s PC. Such embedded systems can be supported with scaled down Win-

dows or Linux operating systems. From this perspective, the emergence of wireless sensor

networks (WSNs) is essentially the latest trend of Moore’s Law toward the miniaturiza-

tion and ubiquity of computing devices. Potential applications for such large-scale wireless

sensor networks exist in a variety of fields, including medical monitoring, environmental

monitoring, surveillance, home security, military operations, and industrial machine moni-

toring.

1.2 Applications of Sensor Network

• Surveillance: A surveillance application can be designed on top of a sensor net-

work where multiple networked sensors (e.g., acoustic, seismic, video) are distributed

throughout an area such as a battlefield to provide information to an end-user about

the environment. In such a sensor network, the traffic can range from raw sensor data

to a high level description of what is occurring in the environment. The application

will have some quality of service (QoS) requirements from the sensor network, such

1



as the network is expected to provide service for a long time (months or even years)

using the limited resources of the network (e.g., sensor energy and channel bandwidth)

while requiring little to no outside intervention. Meeting these goals requires careful

design of both the sensor hardware and the network protocols.

• Medical Monitoring: This field ranges from monitoring patients in the hospital using

wireless sensors to remove the constraints of tethering patients to big, bulky, wired

monitoring devices, to monitoring patients in mass casualty situations, to monitoring

people in their everyday lives to provide early detection and intervention for various

types of disease. Consider a personal health monitor application running on a PDA

that receives and analyzes data from a number of sensors (e.g., ECG, EMG, blood

pressure, blood flow, pulse oxymeter). The monitor reacts to potential health risks and

records health information in a local database. Considering that most sensors used by

the personal health monitor will be battery-operated and use wireless communication,

it is clear that this application requires networking protocols that are efficient, reliable,

scalable and secure[1].

• Habitat Monitoring: In habitat monitoring applications, it is necessary to monitor

a variety of environmental characteristics, such as temperature, humidity, barometric

pressure, and other physical parameters, over significantly long periods of time and

or significantly large geographical areas. An example of a mobile sensor network for

habitat monitoring is the ZebraNet project [Ju02], where a sensor network was de-

ployed to study the behavior of zebras in the Mpala Research Centre in Kenya. The

idea in this project was that sensors equipped with GPS and peer-to-peer ad hoc net-

working can yield more information about animal behavior than simple radio collars

that are sampled during the day by researchers driving around the natural area [2].

• Structural Health Monitoring: Structural health monitoring refers to the continual

or periodic monitoring of the health of large structures such as bridges, buildings, or

ships. The vibration data from bridges can be used to detect the health of bridges

(e.g. whether it is ambient vibrations or some other serious condition). Examples

of projects that have looked at monitoring bridges include those of Xu et al. [Xu04]

and Kim et al. [Kim06]. Kim et al. [Kim06] monitored a 260 foot ( 80 m) long

suspension footbridge using 13 sensors that measured the vibration of the bridge using

2



accelerometers and proposed extending the work to the Golden Gate Bridge in San

Francisco[2].

1.3 Sensor Network Architecture

A typical sensor network architecture consists of a sensor field, which is the physical en-

vironment where the sensor nodes or devices are deployed. Sensor nodes can possibly be

deployed in extremely large numbers, on the order of thousands of sensor nodes in the

field.The main task of a sensor node in a sensor field is to detect events, perform local data

processing and then transmit the data. In Sensor field 1, the sensors communicate directly

Figure 1.1: Wireless Sensor Network.

with the base station using a single hop. A multi-hop communication happens in Sensor field

2, where sensors collaborate to propagate aggregated sensor data towards the base station.

Apart from sensing, a sensor node is responsible for receiving the data sent by its neighbors
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and forwarding these data to one of its neighbors according to the routing decisions.

Typically, a sensor node is a tiny device that includes four basic components:

• Sensing subsystem: It includes several sensing units, which provide information

gathering capabilities from the physical world. Each sensor unit is responsible for

gathering information of certain type, such as temperature, humidity, or light and is

usually composed of two sub units: a sensor and an analog-to-digital converter (ADC).

The analog signals produced by the sensor are converted to digital signals by the ADC

and fed into the processing unit.

• Processing subsystem: The processing unit is the main controller of the wireless

sensor node, through which every other component is managed. The processing unit

may consist of an on-board memory or may be associated with a small storage unit

integrated into the embedded board. The processing unit manages the procedures that

enable the sensor node to perform sensing operations, run associated algorithms, and

collaborate with other nodes through wireless communication. IRIS and Mica mote

family of nodes are equipped with 8-bit Atmel AVR micro-controllers with a speed of

4-16MHz and 128-256 kB of programmable flash.

• Communication Unit: Communication between any two nodes is performed by radio

(transceiver) units. A communication unit implements the necessary procedures to

convert bits to be transmitted into radio signal (RF) and recovers them at the other

end.

• Power Unit: One of the most important components of a wireless sensor node is the

power unit. Usually battery power is used, but other energy sources are also possible.

Each component in the wireless sensor node is powered through the power unit and the

limited capacity of this unit requires energy-efficient operation of the tasks performed

by each component.

• Location finding system: Most of the sensor network applications, sensing tasks, and

routing techniques need knowledge of the physical location of a node. This system

may consist of a GPS (Global Positioning System) module or a software module that

implements localization algorithms.
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• Mobilizer: A mobilizer may sometimes be needed to move sensor nodes when it is

necessary to carry out the assigned tasks. Mobility support requires extensive energy

resources and should be provided efficiently. The mobilizer controls the movement of

the sensor node.

• Power Generator: While battery power is mostly used in sensor nodes, an additional

power generator can be used for applications where longer network lifetime is essen-

tial.

Figure 1.2: Typical Architeceture of Sensor Network

.

1.4 Taxonomy of Sensor Networks

There are many ways to classify different sensor network architectures, the following list

highlights some fundamental differences in sensor networks that affect protocol design.

• Data sink: One of the most important aspects of a sensor network is the nature of

the data sink. In some situations, the end user may be embedded within the sensor

network or may be less accessible mobile access points that collect data once in a

while.

• Sensor mobility: Another classification of sensor networks may be made based on

the nature of the sensors being deployed. Typically Sensors are assumed immobile but

mobile sensors are used in some applications. The mobility of sensors can influence

protocols at the networking layer as well as those for localization services.
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• Sensor resources: Sensor nodes may vary greatly in the computing resources avail-

able. It is obvious that memory and processing constraints should influence protocol

design at nearly every level.

• Traffic patterns: Another important aspect to consider is the traffic generated on the

network. In many event-driven applications, sensors may operate in a sentry state for

the majority of time, only generating data traffic when an event of interest is detected.

In other applications such as environmental monitoring, data should be continuously

generated.

As can be seen by the above discussion, there are many features of the sensors, the network

and the application that should influence protocol design. Accordingly, much research has

gone into designing protocols for these different scenarios.

1.5 Unique Features of Sensor Networks

It should be noted that sensor networks do share some commonalities with general ad hoc

networks. Thus, protocol design for sensor networks must account for the properties of ad

hoc networks, including the following.

• Lifetime constraints imposed by the limited energy supplies of the nodes in the net-

work.

• Unreliable communication due to the wireless medium.

• Need for self-configuration, requiring little or no human intervention.

1.6 WSN OSI layers

1.6.1 Transport layer:

The function of this layer is to provide reliability and congestion avoidance where a lot

of protocols designed to provide this function are either applied on the upstream (user to

sink, ex: STCP), or downstream (sink to user, ex: PSFQ) [3]. These protocols use different
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mechanisms for loss detection (ACK, NACK, and Sequence number) and loss recovery (End

to End or Hop by Hop) [4]. This layer is specifically needed when a system is organized to

access other networks.

1.6.2 Network layer:

The major function of this layer is routing. This layer has a lot of challenges depending

on the application but apparently, the major challenges are in the power saving, limited

memory and buffers, sensor does not have a global ID and have to be self organized. The

basic idea of the routing protocol is to define a reliable path and redundant paths according

to a certain scale called metric, which differs from protocol to protocol. There is a lot of

routing protocols available for this layer; among of all these, some are thoroughly discussed

in Chapter 3.

1.6.3 Data link layer:

Responsible for multiplexing data streams, data frame detection, MAC, and error control,

ensure reliability of pointpoint or point multipoint. Errors or unreliability comes from:

• Co- channel interference at the MAC layer and this problem is solved by MAC proto-

cols.

• Multipath fading and shadowing at the physical layer and this problem is solved by

forward error correction (FEC) and automatic repeat request (ARQ).

ARQ: not popular in WSN because of additional re-transmission cost and overhead. ARQ

is not efficient to frame error detection so all the frame has to be retransmitted if there is a

single bit error.

FEC: decreases the number of retransmission by adding redundant data on each message so

the receiver can detect and correct errors. By that we can avoid re-transmission and wait for

ACK.

MAC layer: Responsible for Channel access policies, scheduling, buffer management and

error control. In WSN we need a MAC protocol to consider energy efficiency, reliability,
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low access delay and high throughput as a major priority. The MAC layer is discussed in

detail in Chapter 2.

1.6.4 Physical Layer:

Can provide an interface to transmit a stream of bits over physical medium. Responsible

for frequency selection, carrier frequency generation, signal detection, Modulation and data

encryption.

IEEE 802.15.4: proposed as standard for low rate personal area and WSN with low cost,

complexity, power consumption, range of communication to maximize battery life. Use

CSMA/CA, support star and peer to peer topology. There are many versions of IEEE

802.15.4.

1.6.5 Application layer:

Responsible for traffic management and provide software for different applications that

translate the data in an understandable form or send queries to obtain certain information.

Sensor networks deployed in various applications in different fields, for example; military,

medical, environment, agriculture fields.

1.7 Simulator for performance evaluation of WSN

There are many simulators such as Network Simulator 2 (NS-2), OPNET Modeler, Glo-

MoSim, OMNeT++ and etc. , we choices Network Simulation Tool (NS-2) version 2.35

which was released in November 4, 2011.

NS (version 2) is an object-oriented, discrete event driven network simulator developed at

UC Berkely written in C++ and OTcl. NS2 has a virtual clock inside, and all simulations

which are run by NS2 are driven by discrete events. It can be used to simulate wired, wire-

less, and wired-cum-wireless scenarios. NS2 is able to simulate a variety of networking

protocols and functions, such as network transmission protocols, traffic generators, rout-

ing queue mechanism, routing algorithms, multicast, MAC protocols, and so on.NS2 has a

module called network animator and has a function being able to record and store link infor-
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mation into trace files. So, the users can watch animation how the networks simulated works

and analyze trace files after the simulations to figure out what happens in the networks. NS2

is public network simulation software which is free of charge. It can be downloaded from

official website.

Usually, NS2 runs in Linux environment. Fortunately, there is software called Cygwin which

offers a Unix-like environment on Microsoft Windows platform.

Although NS is fairly easy to use once you get to know the simulator, it is quite difficult for

a first time user, because there are few user-friendly manuals. Even though there is a lot of

documentation written by the developers which has in depth explanation of the simulator, it

is written with the depth of a skilled NS user.

Currently, NS-2 is actively maintained and used in academic research since it is easily ex-

tendable and based on open source. For wireless scenarios, mobile nodes have been incor-

porated through a patch develop by MIT.

1.7.1 NS2 Architecture

Figure 1.3: NS2 Architechture.

Figure 1.3 shows the basic architecture of NS2. NS2 provides users with an executable

command ns which takes on input argument, the name of a Tcl simulation scripting file.

Users are feeding the name of a Tcl simulation script(which sets up a simulation) as an
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input argument of an NS2 executable command ns.

In most cases, a simulation trace file is created, and is used to plot graph and/or to create

animation. Trace file analysis is done using awk scripting language. Graphs are plotted

using gnuplot and animation is shown using network animator (NAM) both of which are

included in the all-in-one package.

NS2 consists of two key languages: C++ and Object-oriented Tool Command Language

(OTcl). While the C++ defines the internal mechanism (i.e., a backend) of the simulation

objects, the OTcl sets up simulation by assembling and configuring the objects as well as

scheduling discrete events (i.e., a frontend). The C++ and the OTcl are linked together using

TclCL [5].

1.7.2 Modules and simulation process of NS2

In order to simulate all kinds of networks, many function modules are encapsulated inside

NS2. The typical modules include nodes, links, agents, data packets, and more. The nodes

can represent source nodes, routers, or other nodes. The links connect nodes, deliver data

packets, and manage transmission. The agents are attached on the nodes and are given port

numbers. They generate or receive traffic. The data packets carry information transmitted

on links.

Generally, the progress of a NS2 simulation is as follows:

• Find out what scenario is going to be simulated.

• Start to write TCL scripts, setup parameters, and build topologies.

• Run the scripts.

• Get simulation results and analyze the trace files.

• If new data are needed, repeat the process.
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1.7.3 A Simulation Example

1.7.3.1 Simulation Design

We are going to simulate a very simple 2-node wireless scenario. The topology consists of

two mobile nodes, node (0) and node (1). The mobile nodes move about within an area

whose boundary is defined in this example as 500mX500m. The nodes start out initially at

two opposite ends of the boundary. Then they move towards each other in the first half of

the simulation and again move away for the second half. A TCP connection is setup be-

tween the two mobile nodes. Packets are exchanged between the nodes as they come within

hearing range of one another. As they move away, packets start getting dropped [6].

Writing Tcl Script: Just as with any other ns simulation, we begin by creating a tcl script

for the wireless simulation. We will call this file simple-wireless.tcl. The tcl Script is look

like:

Figure 1.4: Tcl Script of simple-wireless.tcl.
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Figure 1.5: Trace file of simple-wireless.tcl.

Running the Script: We run the by writing a command on the command prompt. We have

to first go the directory where the tcl script is saved using the command prompt the have to

write ns simple-wireless.tcl, then press enter. By doing this, a trace file named simple.tr will

be created at the same directory.

Analyzing the trace file: Trace file looks like: The general format of each trace line is

shown in Fig. 1.4, where 12 columns make up a complete trace line. The type identifier

field corresponds to four possible event types that a packet has experienced: r (received), +

(enqueued), - (dequeued), and d (dropped). The time field denotes the time at which such

event occurs. Fields 3 and 4 are the starting and the terminating nodes, respectively, of the

link at which a certain event takes place. Fields 5 and 6 are packet type and packet size,

respectively. The next field is a series of flags, indicating any abnormal behavior. Note the

output ”——-” denotes no flag. Following the flags is a packet flow ID. Fields 9 and 10 mark

the source and the destination addresses, respectively, in the form of node port. For correct

packet assembly at the destination node, NS also specifies a packet sequence number in the

second last field. Finally, to keep track of all packets, a packet unique ID is recorded in the

last field. Now, having this trace at hand would not be useful unless meaningful analysis is

performed on the data. In post-simulation analysis, one usually extracts a subset of the data

of interest and further analyzes it. For example, the average throughput associated with a

specific link can be computed by extracting only the columns and fields associated to that
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Figure 1.6: Graph output of NS2.

link from the trace file. In figure 1.6 an example of graph output of NS2 is shown. Two of

the most popular languages that facilitate this process are AWK and Perl. In this paper, we

have used AWK for analyzing our simulation output in Chapter 2 and Chapter 3.
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CHAPTER 2

MEDIUM ACCESS CONTROL PROTOCOL

2.1 Preliminaries

Wireless Sensor Networks (WSN) consist of a large number of battery-powered sensors,

embedded processor, moderate amount of memory and transmitter/receiver circuitry capable

of communicating wireless transmission. They are distributed and arranged within a vicinity

of interest in order to track, measure and monitors various events. This battery powered

sensors consume a very large amount of energy. Many research works have been done

on the design of low power electronic devices in order to reduce energy consumption of

these sensor nodes. Medium Access control (MAC) protocols play a big role to reduce

energy consumption in WSN. These protocols are designed in such a way that can consume

little power, avoid collisions from interfering nodes, can be implemented with a small code

size and memory requirements. It can also work with changing frequency. This technique

ensures how nodes share the channel and do the successful operation of the network. The

internal operations of the MAC layer are performed, while allowing the application program

to run. This is achieved by implementing a scheduler which periodically checks if the MAC

layer needs to perform any tasks. The timer starts the scheduler and allows the scheduler to

execute any pending tasks. Designing power efficient MAC protocol is one of the ways to

prolong the life time of the network. There are various types of MAC protocols .Such as:

IEEE802.11,SMAC, TMAC,BMAC etc.

In section 2.1 we write about the objectives of MAC protocols. In section 2.2 designing a

Well-defined MAC Protocol are written. As my thesis topic is related to contention based

protocol so at section 2.3 some contention based protocols are described. At section 2.4 a

detail description on SMACs working principle is described. At section 2.5 we give some

simulation result based on IEEE802.11 and SMAC protocol by using NS-2.35. At section

2.6 a summary is given about this chapter.
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2.2 Objectives of MAC protocol

There are two main objectives of MAC protocol. They are:

First objective of MAC protocol is the creation of the sensor network infrastructure. A wide

range of sensor nodes are deployed and the MAC protocol has to establish the communica-

tion link among the sensor nodes of the network.

Second objective is to share the communication medium among the sensor nodes fairly and

effectively.

2.3 Designing a well-defined MAC protocol

For designing a well-defined MAC protocol first we have to find the sources of energy

wastages in MAC protocol then we have to know attributes of a good protocol for removing

the sources of energy wastages. Then we have to know about the communication pattern in

wireless sensor network.

2.3.1 Main reasons for energy waste

MAC sub-layers task is to provide fair access to channels by avoiding possible collisions

because in WSN, nodes usually have to share a common channel. For this energy wastages

happen in WSN. Reasons for energy wastage in WSN are described below:

1. Collision of packets: First reason is the collision of transmitting packets in the chan-

nel. It happens when nodes dont listen to the medium before transmission of a packet

.When a packet is corrupted due to interference during its transmission from sender

to receiver or vice versa, it has to be discarded and the follow on retransmissions in-

crease energy consumption. It increases latency also. This causes unnecessary energy

wastages.

2. Overhearing: Second one is overhearing the channel, meaning that a node picks up

packets that are destined to other nodes.
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3. Control packet overhead: Third source of energy waste is control packet overhead.

There are two types of control packets.

• Vote packet: Decision of a node is contained in it, which can be either positive

vote or a negative vote. This packet is sent to nodes, which sent their energy

values to this node

• Radio-power-mode packet: Radio-power-mode of the sender is contained here,

to indicate whether the sender is using one slot or two slots for transmitting its

data. Minimum numbers of control packets are used to make a data transmission.

Sending and receiving control packets consumes energy too much and contain

less useful data packets to be transmitted. Though Control packets dont represent

useful data they are necessary for successful data transmission. As an example

we can say about 2 control packets: RTS (Request-to-send) and CTS (Clear-

to-send) used in some protocols do not carry any useful data to applications

although their transmission consumes high energy. The exchange of RTS/CTS

induces high overheads in the range of 40 percent to 75 percent of the channel

capacity, because data frames are typically very small in sensor networks [7].

4. Idle listening: One of the major sources of energy waste is idle listening. It is hap-

pened when the node keeps its radio on while listening to the channel waiting for

potential data frames to receive that is not sent. When nothing is sensed at all, the

sensor node will be in idle state for most of the time. Sensor network applications

naturally generate low traffic load. So, the communication channel is expected to be

idle most of the time. Nodes waste considerable amounts of energy as they keep their

radios on for large time of intervals while listening to an idle channel. The amount of

energy wasted whilst the radio is on in an idle state is shown in the following table

2.1:
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Table 2.1: Current consumption of main status of a typical radio [8].

Radio(transmit) 22 mA

Radio(receive) 14 mA

Radio(sleep) 900 nA

Radio(idle) 1.5 mA

Microcontroller(active) 8 mA

Microcontroller(idle) 2 mA

Due to the importance of energy consumption of idle listening, in energy-efficient

MACs nodes sleep for as long periods of time as possible instead of enabling for

being permanently active. As an example, a sensor application that requires nodes to

exchange messages with their neighbors an average rate of exchanging a message per

second. Usually messages take less than 5 milliseconds to transmit. So, each node

spends on average 5 ms per second on transmitting and 5 ms on receiving a message

from another node. So, at last 990 ms is required on listening while nothing happens.

We therefore see that radio is doing nothing for 99% of the total time.

5. Over-emitting: The last reason for energy waste is over-emitting. It is caused by the

transmission of a message when the destination node is not ready. Nodes send data

from sender when the recipient node is not ready to accept incoming transmission.

2.3.2 Attributes of a well-defined MAC protocol

1. Efficiency of energy savings: The main source of sensor node is battery. It is seen

that it is cost-effective to replace the nodes rather than changing or replacing them.

Energy efficiency of the sensor nodes can be defined as-

Efficiency of a protocol in transmitting the information through the network depends

on the above ratio. If the value of this ratio is lass then the nodes give better perfor-

mance. Energy efficiency can be increased by minimizing the energy wastage like:

collision, overhearing, idle listening and packet overhead.
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2. Latency: Latency mainly depends on the sensor network applications. Sink nodes

must be acknowledged before about the events to be occurred. So that nodes can take

actions immediately.

3. Throughput of the network: Better throughput of a network can be achieved if the

sink nodes receive more data. Some sensor network applications sample the informa-

tion with fine temporal resolution.

4. Scalability and adaptability: Due to the movement of sensor nodes and nature of

wireless transmission, MAC protocol needs to be adaptable to changes in network

topology. Changes in network by size of node, node density and topology should

be handled quickly and perfectly for a successful adaptation.MAC protocol must be

highly scalable to deal with a large number of nodes with different node density pat-

terns in the controlled environment. Also, it must also be adaptable to dynamic topol-

ogy changes due to node failure or mobility.

5. Self-stabilization: Protocol should be self-stabilized to changes in the network. If

changes happen in the network such as arrival of a new node, it should affect only the

nodes in the vicinity of the change.

6. Avoiding collision: When a receiver node receives more than one packet at the

same time, these packets are called collided packets and this event is called collision.

Reducing of collision can be achieved by listening to the channel (CSMA/SMAC) or

by using time (TDMA), frequency (FDMA).

7. Hidden and exposed terminal problems: The reason for these two problems is the

broadcast nature of the radio channel, namely, all the nodes within a nodes transmis-

sion range receive its transmission.
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• Hidden terminal problem: Two nodes that are outside each-others range per-

form simultaneous transmission to a node that is within the range of each of

them, hence, there is a packet collision.

Figure 2.1: Hidden terminal problem for MAC protocol where A is sender B is receiver &

C is hidden terminal.

For example, in Fig. 2.1 suppose node A is transmitting to node B and simultane-

ously C is trying to communicate with node B. According to the CSMA protocol,

node C senses the medium, but since C is out of As transmission range, it fails

to understand that A is transmitting to B and finds the medium free. As a result,

C accesses the medium, causing collisions at B. This phenomenon is known as

hidden terminal problem and C is called the hidden terminal.

• Exposed terminal problem: The node is within the range of a node that is

transmitting, and it cannot transmit to any node. For example, in Fig. 2.2 sup-

pose node A wants to transmit to node C. So, it first transmits the packet to node

B and then B will transmit the packet to node C. But here, Node B is an exposed

terminal. So, it doesnt forward the DATA packet to node C. Hidden nodes mean

increased probability of collision at a receiver, whereas exposed nodes may be

denied channel access unnecessarily, which means underutilization of the band-

width resources. So, this problem must be removed.

8. Delay: Delay is the amount of time needed for the transmission to reach the receiver.

The average delay for packet transmission should be as small as possible.
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Figure 2.2: Exposed terminal problem for MAC protocol where A is sender, C is receiver &

B is the exposed terminal.

9. Bandwidth efficiency: The scarcity of bandwidth resources in these networks calls

for its efficient usage. To quantify this, we could say that bandwidth efficiency is the

ratio of the bandwidth utilized for data transmission to the total available bandwidth.

In these terms, the target will be to maximize this value.

10. Fairness: Sink node receives information from all sensor nodes fairly, when there is

limited bandwidth.

11. Other issues: Power control mechanisms are needed for efficient management of the

energy consumption of the nodes. Protocol should provide QoS support for real-time

traffic. Hardware constraints etc.

2.3.3 Communication pattern

It is important to design and test the behavior of MAC protocols based on the kind on the

traffic they use for transmission data. They are:

1. Broadcast communication: A broadcast pattern is normally used by a base station

to transmit some information to all the sensor nodes of the network. Broadcasted in-

formation contains queries of sensor query-processing architectures, program updates

for sensor nodes, control packets of the system. One problem with broadcast trans-

mission is that unless the protocol is sender scheduled, the transmission of broadcast
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packets requires the repetition of the same packet several times. It is not very energy

efficient.

2. Local gossip: Here, a sensor sends a message to its neighboring nodes within a

range. Sensors that detect an event communicate with each other locally.

3. Convergecast: After detecting an event sensors need to send what they perceive to

the information center. A group of sensors communicate to a specific sensor. Here,

the destination node could be a cluster-head, a data fusion center, or a base station.

4. Reporting of nodes to sink: After processing a local event, nodes may want to re-

port something. Designer expects messages to be directed to one or a few sink nodes,

which are hooked up to a network. There should be some random variation in mes-

sage paths- messages flow ‘roughly’ in the correct direction. In this communication

pattern, we found unidirectional flow of messages through the network. Although

this pattern is frequently used to study MAC protocols, we exclude routed, multi-hop

communication between random nodes in the sensor network.

2.4 Some proposed MAC layer protocols

A wide range of MAC protocols defined for sensor networks are described below by stating

the essential behavior of the protocols wherever possible. The MAC protocols for the wire-

less sensor networks can be classified into two categories: Schedule based and Contention

based. The schedule based protocol maintains strict time synchronization and can avoid

collisions, overhearing and idle listening by scheduling transmit and listen periods. Such

as: TRAMA, DMAC etc. On the other hand, the contention based protocols relax time syn-

chronization requirements. It can easily adjust to the topology changes as some new nodes

may join and others may die few years after deployment. These protocols are based on

Carrier Sense Multiple Access (CSMA) technique but have higher costs for message colli-

sions, overhearing and idle listening. Such as: IEEE802.11,Sensor S-MAC, TMAC, BMAC

etc. As my thesis work is related with contention based protocols, I study on contention

based protocols. I study on SMAC in detail and then some updated versions of SMAC are

explained in brief.
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2.4.1 Contention based protocols

A contention-based protocol (CBP) is a communications protocol for operating wireless

telecommunication equipment that allows many users to use the same radio channel without

pre-coordination. Here, the channel access policy is based on competition. Whenever a node

needs to send a packet, it tries to get access to the channel. These protocols cannot provide

QoS, since access to the network cannot be guaranteed beforehand. This protocol allows

multiple users to share the same bandwidth by defining the events that must occur when two

or more transmitters attempt to simultaneously access the same channel and establishing

rules by which a transmitter provides reasonable opportunities for other transmitters to op-

erate. At first, working principle of IEEE802.11 MAC protocol is described. Then upgraded

versions of MAC protocols are described below.

2.4.1.1 IEEE802.11

The IEEE 802.11 is a contention based medium access control protocol which uses carrier

sensing and randomized back-offs to avoid collisions of the data packets during transmis-

sion. Details of this protocol are described in Chapter 1. Here, working principle and

limitation of this protocol are described.

Working principle of IEEE 802.11: IEEE 802.11 some controls frames are used. Con-

trols frames facilitate in the exchange of data frames between stations. IEEE 802.11 controls

frames are given below:

• Acknowledgement (ACK) frame: After receiving a data frame, the receiving sta-

tion will send an ACK frame to the sending station if no errors are found. If the

sending station doesn’t receive an ACK frame within a predetermined period of time,

the sending station will resend the frame.

• Request to Send (RTS) frame: The RTS and CTS frames provide an optional colli-

sion reduction scheme for access points with hidden stations. A station sends a RTS

frame to as the first step in a two-way handshake required before sending data frames.

• Clear to Send (CTS) frame: A station responds to an RTS frame with a CTS frame.

It provides clearance for the requesting station to send a data frame. The CTS provides
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collision control management by including a time value for which all other stations

are to hold off transmission while the requesting stations transmits.

The IEEE802.11 MAC protocol has two modes: DCF and PCF.

a. DCF (Distributed Coordination Function): In this mode no central device controlling

mechanism is present for the communication. The DCF defines two access mechanisms for

packet transmissions: basic access mechanism, and RTS/CTS access mechanism.

a.1. Basic access mechanism: Carrier sensing and Virtual carrier sensing are found here.

• Carrier sensing: Here, a node senses the medium and if it is idle, the node transmits

the data frame. If the medium is busy, the node waits until it becomes idle again, waits

for a random time and transmits. The receiver node answers with an ACK (acknowl-

edgment) control frame, upon frame reception. If a collision occurs, transmitting

nodes wait a random time and try again and again.

• Physical carrier sensing: Physical carrier sense is performed at physical layer by

checking the current radio state. Every time when the radio starts receiving or trans-

mitting, the PHY layer will inform the MAC thereof. It happens also when the receiv-

ing or transmitting is over. Obviously, the medium will be determined as busy when

radio is in receiving or transmitting state.

• Virtual carrier sensing: Any station, before transmitting a DATA frame, senses

the channel for duration of time equal to the Distributed Inter-frame Space(DIFS)

to check if it is idle. If the channel is determined to be idle, the station starts the

transmission of a DATA frame. All stations which hear the transmission of the DATA

frame set their Network Allocation Vector (NAV)(An indicator, maintained by each

station, of time periods when transmission onto the wireless medium (WM) will not

be initiated by the station.) to the expected length of the transmission, as indicated

in the Duration/ID field of the DATA frame. Upon successful reception of the DATA

frame, the destination station waits for a SIFS interval following the DATA frame, and

then sends an ACK frame back to the source station indicating successful reception

of the DATA frame. The channel is considered to be busy if either the virtual carrier

sensing indicates. In that case, the station enters into a wait period.
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a.2. RTS/CTS access mechanism: The RTS/CTS access mechanism uses a four-way

hand shake in order to reduce bandwidth loss due to the hidden terminal problem. The four

way handshake prevents any DATA-DATA collisions that might occur due to the hidden

terminal problem. A station that wishes to send a DATA frame first senses the channel for

a DIFS duration If the medium is found idle, the node sends a control frame called RTS

which contains the intended receiver address and the time required to send the information

(transmission delay).Then if the destination node agrees to communicate, it will answer

with a CTS control frame which also contains the delay. Upon successful transmission of

the RTS frame, the destination waits for a SIFS interval, and then sends a CTS frame back to

the source. The source can start sending the DATA frame a SIFS interval after the reception

of the CTS frame. The node which first sends out the RTS packet wins the medium, and the

receiver will reply with a CTS packet. It should be noted that, all nodes hearing RTS or CTS

should refrain from transmission until the transmission delay has elapsed and the medium

is idle again. The receiver must respond with an ACK for each data frame received. Since

the RTS and CTS frames are very small in size, the RTS/CTS access scheme significantly

reduces bandwidth loss due to collisions.

b. PCF (Point Coordination Function): Here a special node called the access point (AP),

polls every node to control the communication process. Periodically, an AP broadcasts a

beacon control frame with parameters and invitations to join the network.

Limitations of IEEE802.11:

• IEEE802.11includes the large overhead in control and data packets. 802.11 requires

34 bytes for the header and the checksum, TCP and IP require a minimum of 20

bytes for each header, so there is at least 74 bytes of overhead to send application

information, which in WSNs may be only two bytes.

• The most important problem for using 802.11 in WSNs is energy consumption since

it does not address the issue of avoiding overhearing and idle listening. Although this

standard has power saving mechanisms, according to Ferrari et al. power consump-

tion is rather high, and the short autonomy of a battery supply still remains the main

disadvantage of the proposed IEEE802.11 sensor system.

• Again, for energy-constrained nodes, overhearing by all neighbors wastes a lot of
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energy. This causes a long delay if the receiver really needs the entire message to start

processing.

• Transmitting a long message using a single data packet through a lossy channel is

hazardous and risky. Even when a few bits in the packet are corrupted during the

transmission, the whole packet must be re-transmitted. This will waste a lot of time

and energy. Therefore, some MAC protocols like 802.11 support a fragmentation

mechanism, which breaks a long message into some small fragments. All fragments

are sent in a burst, and using one pair of RTS/CTS, if none of them is corrupted. If

one of the fragments is corrupted, another pair of RTS/CTS is needed. When receiver

has gotten all fragments, its MAC is responsible for assembling all the fragments into

a whole and passing it upwards. Message passing extends the transmission time and

re-transmits the current fragment. Thus it has fewer contentions and a small latency.

There should be a limit on how many extensions can be made for each message in

case that the receiver is really dead or lost in connection during the transmission of

packets.

• Another problem that is associated with IEEE 802.11 is the memory overflow problem

at the nodes because of using extra RTS/CTS control packets. After reaching the sat-

uration point the number of successfully received packets is reduced rapidly because

of the limited memory of the nodes.

• In most of the situations this technique works fine but under certain circumstances

the IEEE 802.11 fails to solve this hidden terminal problem which is shown in the

following Figure 2.3.

Figure 2.3: Hidden terminal problem after using RTS/CTS control packets.
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The scenario in this figure 2.3 can be defined as; A wants to send data packet to B. So

A sends RTS to B at time T1. These requests get by both B. Meanwhile, C sends a

RTS to B at the same time T1 by sensing the medium free. In this position a collision

is occurred at B and it cant understand which node to send CTS.

2.4.1.2 Sensor SMAC

In the year of 2002, sensor S-MAC is designed for the wireless sensor network which is a

contention based MAC protocol with integrated low-duty-cycle operation and it is a modifi-

cation of IEEE 802.11 protocol. The main goal in MAC protocol design is to reduce energy

consumption, while supporting good scalability and collision avoidance and also tries to re-

duce energy consumption from all the sources that we have identified to cause energy waste,

i.e., idle listening, collision, overhearing and control overhead etc.

Mechanisms and features: Mechanisms and features of SMAC are: The energy saving

with S-MAC is achieved by:

• Low operational duty cycle, varying from 1 to 10 percent.This means that a WSN

node using S-MAC will cyclically alternate between Listen and Sleep states, where

the listen state never exceeds 10 percent of the cycle duration [11].

• Going into the sleep state as often as possible, by turning off the radio transceiver

during the transmission periods of other nodes to avoid overhearing unwanted packets

[11]. Protocol overhead when streaming a sequence of message fragments is reduced

by:

• S-MAC adopts a modified fragmentation mechanism for transmitting a long message,

called message passing. Its basic idea is to fragment a long message into many small

fragments and send them in a burst. SMAC tries to avoid overhearing by letting in-

terfering nodes go to sleep after they hear an RTS or CTS packet. SMAC adopt the

RTS/CTS mechanism to address the hidden terminal problem. It follows similar pro-

cedures, including virtual carrier sense and RTS/CTS exchange for collision avoid-

ance.

Advantages of SMAC :
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• S-MAC introduces is periodic sleep and listen which accordingly saves a lot of energy,

especially when traffic load is low.

• To achieve maximum energy saving and improve latency, S-MAC defines a complete

synchronization mechanism, including periodic SYNC packets broadcast, schedule

table and neighbor list maintenance.

• For avoiding collision and solving hidden terminal S-MAC has adopted include phys-

ical and virtual carrier sense, RTS/CTS/DATA/ACK sequence.

• S-MAC tries to avoid overhearing by letting all interfering nodes, which are immediate

neighbors of the both sender and receiver, go to sleep after they hear an RTS or CTS

packet.

• To efficiently transmit long messages in both energy and latency respects, S-MAC

supports message passing. In this way, S-MAC trades fairness on fragment level for

fairness and latency on message level.

• Another important feature of SMAC is adaptive listening, which reduce latency. The

basic idea is to give all nodes, which are involved in a transmission, an additional

chance for transmitting their packets at the end of the transmission. These nodes

include the sender, the receiver, and all their immediate neighbors that overhear the

transmission. In this way, a data packet can be retransmitted immediately after its last

transmission.
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Disadvantages of SMAC:

• Broadcast data packets do not use RTS/CTS, which increases collision probability.

• Adaptive listening incurs overhearing or idle listening if the packet is not destined to

the listening node.

• Sleep and listen periods are predefined and constant, which decreases the efficiency

of the algorithm under variable traffic load.

• The period length is limited by delay and cache size; the active time depends on mes-

sage transmission rate; the active time must adapt to highest traffic load to guarantee

reliable and timely message transmission; the idle listening will relatively increase

when traffic load is low.

• SMAC scheduling mechanism works when self-configuration is in set mode. In the

listen period, a node senses its neighbor nodes and transmits SYNC packets that con-

tain randomly generated schedule. Thus a long time is taken by each node to get

synchronized. For instance, if 10 nodes are implemented in the network, they have to

wait 100 seconds to setup the schedule and for 15 nodes the time rises to 150 seconds.

Thus a longer time for stabilization takes place in proportion to the number of nodes

in a network [11].

2.4.1.3 Timeout MAC (TMAC)

Timeout MAC (TMAC)is proposed to enhance the poor results of the SMAC protocol under

variable traffic loads which tries to remove high latency and lower throughput of SMAC.

This problem of SMAC is caused by static sleeplisten periods of SMAC.

Mechanisms and features: Mechanisms and features of TMAC are:

• It introduces an adaptive duty cycle. All messages are transmitted in variable length

bursts and the lengths of bursts are dynamically determined. Similar to S-MAC, there

are active periods and sleep periods in a time-frame.

• An active period ends if there is no activity for a time period of TA. TA is the minimum

listening time in the time-frame. The decision for TA is presented along with some
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solutions to the early sleeping problem. The time TA is the minimal amount of idle

listening per frame. The interval TA¿ TCI + TRT + TTA + TCT where TCI is the

length of the contention interval, TRT is the length of an RTS packet, TTA is the time

between the end of the RTS packet and the beginning of the CTS packet and TCT is

the length of the CTS packet. Variable loads in sensor networks are expected, since

the nodes that are closer to the sink must relay more traffic and traffic may change

over time.

Advantages of TMAC:

• A major advantage of the TMAC over the SMAC protocol is in the adaptive frame

time. In the SMAC protocol, as the traffic load changes the duty cycle need to be

changed in order to operate efficiently.

• The TMAC protocol adapts to changes in network traffic by itself.

• TMAC also supports overhearing avoidance, full-buffer priority and Future Ready To

Send (FRTS) packets.

Disadvantages of TMAC:

• Although T-MAC gives better results under these variable loads, the synchronization

of the listen periods within virtual clusters is broken. This is one of the reasons for the

early sleeping problem. Mechanisms introduced to signal to nodes there is traffic for

them at the beginning of the active time to prevent them from going to sleep.

2.4.1.4 Berkeley Media Access Control for Low-Power Sensor Networks

The Berkeley Media Access Control (BMAC) is a contention based MAC protocol which

duty cycles the radio transceiver i.e. the sensor node turns ON/OFF repeatedly without

missing the data packets. BMAC employs an adaptive preamble to reduce idle listening

which is a major source of energy usage in many protocols. When a node has a packet

to send, it waits during a fixed time called back-off time before checking the channel. If

the channel is clear, the node transmits; otherwise it begins a second (congestion) back off.

Each node must check the channel periodically using LPL (low-power listening) and if the
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channel is idle and the node has no data to transmit, the node returns to sleep. The BMAC

preamble sampling scheme adjusts the interval in which the channel is checked to equal the

frame preamble size. As an example, if the medium is checked every 100ms, the preamble

of the packet must last 100ms as a minimum, in order for the receiver to detect the packet.

Upper layers may change the preamble duration, according to the application requirements.

Mechanisms and features: Mechanisms and features of BMAC are:

• One mechanism is the Clear Channel Assessment (CCA) for effective collision avoid-

ance, which takes samples of the media to estimate the noise floor.

• BMAC also utilizes a preamble sampling like technique called Low Power Listening

(LPL) to minimize the idle listening problem.

• BMAC includes the use of ACK frames for reliability purposes and throughput im-

provement.

• One of the most interesting features of BMAC not available in any other protocol

thus far is the capability of tuning its operation and mechanisms. BMAC provides

interfaces that can include/exclude BMAC mechanisms, such as the CCA, acknowl-

edgments, and LPL to tradeoff power consumption, latency, throughput, fairness or

reliability.

Advantages of BMAC:

• An advantage of using BMAC in wireless sensor network is that it does not use RTS,

CTS, ACK, or any other control frame by default, but they can be added.

• Additionally, it is one of the few specialized MAC protocols whose implementation

was tested in hardware.

• This provides optimal trade-off between energy savings and latency or throughput.

• No synchronization is required, and the protocol performance can be tuned by higher

layers to meet the needs of various applications.
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Disadvantages of BMAC:

• The main disadvantage is that the preamble creates large overhead. One example

presents 271 bytes of preamble to send 36 bytes of data.

• Hidden terminal and multi-packet mechanisms not provided.

• Low duty cycle and has a longer preamble

• Little cost to receiver yet higher cost to sender and Longer delay.

Rest of the paper is concerned with SMAC on which we study thoroughly during our thesis

work. At first we tell about the components of SMAC, and then we tell about the simulation

work related with IEEE802.11 & SMAC.

2.5 SMAC design overview

SMAC consists of three major components: periodic listen and sleep, collision and over-

hearing avoidance and message passing. Their brief descriptions are given below:

2.5.1 Working principle of the Components of Sensor SMAC

2.5.1.1 Periodic listen & sleep

In many sensor network applications, nodes are in an idle mode for a long time if no sensing

event happens. During this period, data rate is very low and it is not necessary to keep nodes

listening all the time. The main technique used to reduce energy consumption in S-MAC

is to make each node in the network follow a listen and sleep cycle. A complete cycle of

listen and sleep period is called a frame (figure 2.4).SMAC reduces the listen time by letting

node go into periodic sleep mode. For example, if a node for each second sleeps for half

second and listens for the other half, its duty cycle is reduced to 50%. So we can achieve

close to 50% of energy savings. Each node goes to sleep for some time, and then wakes up

for listening to see if any other node wants to talk to it. In this period, the node turns off its

radio, and sets a timer to awake itself later. The duration of time for listening and sleeping

can be selected according to different application scenarios. S-MAC provides a controllable
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parameter duty cycle, whose value is the ratio of the listen period to the frame length. In fact,

the listen period is normally fixed according to some physical and MAC layer parameters.

The user can adjust the duty cycle value from 1% to 100% to control the length of sleep

period. Normally, the frame length is the same for all nodes in network.

Figure 2.4: Frame = Time (Listen) + Time (Sleep)

For maintaining periodic listen & sleep, the activity can be divided into 2 parts. Initial

schedule is established by

1. Choosing and Maintaining Schedules.

2. Maintaining Synchronization.

1. Choosing and Maintaining Schedules: For choosing and maintaining schedule, each

node maintains a schedule table that stores the schedules of all its known neighbors. Before

each node starts its periodic listen and sleep, it needs to choose a schedule and exchange it

with its neighboring nodes. Here, we have to know about two terms: synchronizer& fol-

lower.

a. Synchronizer: Though all nodes are free to choose their own listen/sleep schedules for

reducing control overhead, we prefer neighboring nodes to synchronize together. That is,

during listening period one node follows another nodes scheduling time of listening and dur-

ing sleeping period one node follows another nodes scheduling time of sleeping. It should

be pointed that not all neighboring nodes can synchronize together in a multi-hop network.

For example, two neighboring nodes 1 and 2may have different schedules but if they can

synchronize with different nodes, 3 and 4, respectively, as shown in Figure 2.5.

Figure 2.5: Neighboring nodes 1 and 2 have different schedules. They synchronize with

nodes 3 and 4 respectively.
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In the figure 2.5, if node 1 want to synchronize with node 3 then it must broadcasts its

schedule to node 3 for synchronization. Here, node 1 is called synchronizer.

When nodes exchange their schedules by broadcasting it to all its immediate neighbors it

must be ensured that all neighboring nodes can talk to each other even if they have different

schedules. As shown in Figure if node 1 wants to talk to node 2, it just waits until node 2 is

listening.

b. Follower: If the node receives a schedule from a neighbor before choosing its own

schedule, it follows that schedule by setting its schedule to be the same. We call such a node

a follower.

In the figure 5, if node 1 selects a scheduling time for him then node 3 must follow the

scheduling time of node 1 and choose its scheduling time to keep pace with the scheduling

time of node 1. Here, node 3 is called follower.

By using synchronizer and follower, nodes follow the below steps to choose their schedule

and establish its schedule table.

• At the first step, node listens for a certain amount of time. If it does not hear a sched-

ule from another node, it randomly chooses a time to go to sleep and immediately

broadcasts its schedule in a SYNC message which indicates that it will go to sleep

after a time, t seconds. Here, synchronization between nodes is happened and such

a node is called a synchronizer, since it chooses its schedule independently and other

nodes will synchronize with it.

• After getting the schedule from the synchronizer, follower then waits for a random

delay t and rebroadcasts this schedule, indicating that it will sleep in t+t seconds. The

random delay is for collision avoidance, so that multiple followers triggered from the

same synchronizer do not systematically collide when rebroadcasting the schedule.

• If a node receives a different schedule after selecting and broadcasting its own sched-

ule, it adopts both schedules (i.e., it schedules itself to wake up at the times of both is

neighbor and itself). It broadcasts it own schedule before going to sleep.

2. Maintaining Synchronization: The listen/sleep scheme requires maintaining synchro-

nization among neighboring nodes. Although the long listen time can tolerate fairly large
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clock drift, neighboring nodes still need to periodically update each other their schedules

to prevent long-time clock drift. Here, the updating period can be quite long. Updating

schedules can be accomplished by sending a SYNC packet. The SYNC packet is very short

which includes the address of the sender i.e. identification number of sender and the time of

its next sleep. The next-sleep time is relative to the moment that the sender finishes trans-

mitting the SYNC packet, which is approximately when receivers get the packet. Receivers

will adjust their timers immediately after they receive the SYNC packet. A node will go to

sleep when the timer fires. In the case that multiple neighbors want to talk to a node, they

need to contend for the medium when the node is listening. The contention mechanism is

the same as that in IEEE 802.11 which is stated earlier, i.e., using RTS (Request To Send)

and CTS (Clear To Send) packets. The node that first sends out the RTS packet wins the

medium, and the receiver will reply with a CTS packet and sender can sends DATA to re-

ceiver. When a node fails to win the contention or it encounters an RTS collision, it goes to

sleep until the next active period and when anode sends out an RTS successfully, it does not

go back to sleep until the transmitted DATA packet is acknowledged. In order for a node to

receive both SYNC packets and data packets, we divide its listen interval into two parts. The

first part is for receiving SYNC packets, and the second one is for DATA packets where RTS

packets are send for DATA and if CTS is received then DATA is send to sender, as shown

in Figure. Each part is further divided into many time slots for senders to perform carrier

sense. For example, if a sender wants to send a SYNC packet, it starts carrier sense when

the receiver begins listening and randomly selects a time slot to finish its CS (carrier sense).

If it has not detected any transmission by the end of the time slot, it wins the medium and

starts sending its SYNC packet at that time. The same procedure is followed when sending

data. In figure 2.6, frame format of SMAC is shown.

Figure 2.7 shows the timing relationship of three possible situations that a sender transmits

to a receiver. In the figure 7, two types of sender are shown. In fig. 2.7(b) & (c) Sender

1 only sends a SYNC packet and sender 2 sends a SYNC packet and a RTS packet. In the

case of sender 2 DATA is send if only CTS is received. Each node periodically broadcasts

SYNC packets to its neighbors even if it has no followers. This allows new nodes to join an

existing neighborhood. The new node follows the same procedure in the above subsection

to choose its schedule. In fig. 2.7(d) at the receiver side, receiver sends CTS after getting

RTS from sender. In fig. 2.7(e) after getting DATA from sender receiver sends back ACK to
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Figure 2.6: SMAC frame format.

sender for ensuring of getting DATA. In fig. 2.7(f) after getting ACK from receiver, sender

goes to sleep mode. So, packets follow the sequence of RTS/CTS/DATA/ACK between the

sender and the receiver for transmitting DATA.
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Figure 2.7: Timing relationship between a receiver and senders.

The initial listen period should be long enough so that it is able to learn and follow an

existing schedule before choosing an independent one. Once transmission starts, it does not

stop until completed. After the data transmission between nodes they simply follow a sleep

schedule together. They do not follow their sleep schedules until they finish transmission.

For this component, latency is increased due to the periodic sleep of each node and the delay

can accumulate on each hop.

37



2.5.1.2 Collision and overhearing avoidance

Multiple senders may want to send to a receiver at the same time and so that collision occurs

among nodes. So, they need to contend for the medium to avoid collisions. Among con-

tention based protocols, though 802.11 does a very good job of collision avoidance SMAC

performs better than 802.11. SMAC adopt the RTS/CTS mechanism to address the hid-

den terminal problem. It follows similar procedures, including virtual carrier sense and

RTS/CTS exchange for collision avoidance.

• Physical carrier sense: Physical carrier sense is performed at physical layer by

checking the current radio state. Every time when the radio starts receiving or trans-

mitting, the PHY layer will inform the MAC thereof. It happens also when the receiv-

ing or transmitting is over. Obviously, the medium will be determined as busy when

radio is in receiving or transmitting state.

• Virtual carrier sense: There is a duration field in each transmitted packet that indi-

cates how long the remaining transmission will be so that, if a node receives a packet

destined to another node, it knows how long it has to keep silent. The node records

this value in a variable called the network allocation vector (An indicator, maintained

by each station, of time periods when transmission onto the wireless medium (WM)

will not be initiated by the station.) and sets a timer for it. When the NAV timer fires,

the node decrements the NAV value until it reaches zero. When a node has data to

send, it first looks at the NAV then if its value is not zero; the node determines that

the medium is busy. So, the node doesnt send DATA to another. All senders perform

carrier sense before initiating a transmission and if a node fails to get the medium, it

goes to sleep and wakes up when the receiver is free and listening again.

Here, NAV is used to indicate the activity in its neighborhood. When a node receives a

packet destined to other nodes, it updates its NAV by the duration field in the packet and a

non-zero NAV value indicates that there is an active transmission in its neighborhood. So, a

node should sleep to avoid overhearing if its NAV is not zero. The NAV value decrements

every time when the NAV timer fires and a node can wake up when its NAV becomes zero.

In 802.11 each node keeps listening to all transmissions from its neighbors. As a result,

each node overhears a lot of packets that are not destined to it. This is a significant waste of
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energy, especially when node density is high and traffic load is heavy. SMAC tries to avoid

overhearing by letting interfering nodes go to sleep after they hear an RTS or CTS packet.

Since DATA packets are normally much longer than control packets, this approach prevents

neighboring nodes from overhearing long DATA packets and the ACKs.

Figure 2.8: Nodes A and D overhear the transmission of Nodes B and C respectively.

In figure 2.8, let nodes A,B,C,D create a multi-hop network where each node can only hear

the transmissions from its immediate neighbors. Collision only happens on the receiver

side. Obviously, D is supposed to go to sleep, because its transmission interferes with Cs

reception of the DATA packet. A is two hops away from C, so As transmission will not

interfere with Cs reception. But if A talks to E while B is sending data to C, A will not

receive any packet from E because collision happens on A. As transmission is a waste of

energy and it also needs to go to sleep.

2.5.1.3 Message Passing

S-MAC adopts a modified fragmentation mechanism for transmitting a long message, called

message passing. Its basic idea is to fragment a long message into many small fragments

and send them in a burst. This supports to reduce protocol overhead when streaming a

sequence of message fragments. Through using this technique, one may achieve energy

savings by minimizing communication overhead at the expense of unfairness in medium

access. A message is the collection of meaningful, interrelated units of data which can be

a long series of packets or short packets. Usually the receiver needs to obtain all the data

units before it can perform in-network data processing or aggregation. Transmitting a long

message as a single packet results high cost of re-transmitting the long packet if only a few

bits have been corrupted in the first transmission. Moreover, if fragmentation of the long

message into many independent small packets is made, we have to pay the penalty of large
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control overhead and longer delay. It is so because the RTS and CTS packets are used in

contention for each independent packet in every transmission. Only one RTS packet and

one CTS packet are used for a long message which is divided into many small fragments,

and transmit them in burst. These small fragments reserve the medium for transmitting all

the fragments. Every time a data fragment is transmitted, the sender waits for an ACK from

the receiver. If it fails to receive the ACK, it will extend the reserved transmission time for

one more fragment, and re-transmit the current fragment immediately. Switching the radio

from sleep to active does not occur instantaneously. Therefore, it is desirable to reduce the

frequency of switching modes. The message passing scheme tries to put nodes into sleep

state as long as possible, and hence reduces switching overhead. As stated before, all pack-

ets have the duration field, which is now the time needed for transmitting all the remaining

data fragments and ACK packets. If a neighboring node hears a RTS or CTS packet, it will

go to sleep for the time that is needed to transmit all the fragments. The purpose of using

ACK after each data fragment is to prevent the hidden terminal problem. It is possible that a

neighboring node wakes up or a new node joins in the middle of a transmission. If the node

is only the neighbor of the receiver but not the sender, it will not hear the data fragments

being sent by the sender. If the receiver does not send ACK frequently, the new node may

mistakenly infer from its carrier sense that the medium is clear. If it starts transmitting, the

current transmission will be corrupted at the receiver. Each data fragment and ACK packet

also has the duration field. In this way, if a node wakes up or a new node joins in the middle,

it can properly go to sleep no matter if it is the neighbor of the sender or the receiver. For

example, suppose a neighboring node receives an RTS from the sender or CTS from the

receiver, it goes to sleep for the entire message time. If the sender extends the transmission

time due to fragment losses or errors, the sleeping neighbor will not be aware of the exten-

sion immediately. However, the node will learn it from the extended fragments or ACKs

when it wakes up.
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2.6 Simulation and performance analysis

Here, we find the throughput between the MAC protocols IEEE802.11 & SMAC & compare

their outputs. We compute the throughout, using the payloads received at the MAC layer.

Experiment platform: Network Simulator version 2 (NS-2) has been used as experiment

platform. NS-2 provides extensive support for queuing algorithms, routing protocols, multi-

cast protocols and IP protocols over both wired network and wireless network.

Topology: We have simulated wireless sensor networks with regular topology as well as

randomly generated topology.

Traffic pattern: We attach a UDP agent and a CBR traffic source to the sink node. The

CBR source generates 20 packets (each 80 Bytes, because it will be added with 20 bytes IP

header at the routing layer, so the actual size at MAC layer is 100 Bytes).

Routing Protocol: DSR.

Simulation Time: 100 sec.

Number of nodes: 20 & 10.

Simulation Parameters settings: Some important parameters used in the steady-state sim-

ulations are listed in the Table 2.2 & Table 2.3.
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Table 2.2: Default values of SMAC parameters [13].

Parameter name Value

SMAC DUTY CYCLE 10%

SMAC MAX NUM NEIGHBORS 20

SMAC MAX NUM SCHEDULES 4

SMAC EXTEND LIMIT 5s

SYNC CW 31

DATA CW 63

SYNCPERIOD 10s

SIZEOF SMAC DATAPKT 512bytes

durDataPkt 43ms

syncTime 55.2ms

dataTime 105ms

listenTime 160.2ms

sleepTime (10% duty cycle) 1442.8ms

Now, we measure the performance i.e. throughput along with bandwidth vs. time by apply-

ing simulation on wireless sensor network with MAC protocols IEEE802.11 and SMAC.

Throughput: Throughput or network throughput is the average rate of successful message

delivery over a communication channel. The throughput is usually measured in bits per

second (bit/s or bps). Bandwidth measures the maximum throughput of a computer network

[15].

2.6.1 Simulation result

We know that, IEEE802.11 consumes much energy for idle listening, collision, overhearing

and control overhead etc. In SMAC, these problems can be reduced by using sleep periods

and consumes less energy than IEEE802.11. Though S-MAC reduces energy consumption,

idle listening, overhead this savings may be offset by decreased throughput.

When we run simulation we see that, IEEE802.11 uses much bandwidth than SMAC but

gives a higher throughput. As SMAC uses sleep period (when data rate is very low and it is
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Table 2.3: PHY and other MAC layer parameters [13].

Parameter name Value

BANDWIDTH 20kbps

SIZEOF SMAC CTRLPKT 10bytes

SIZEOF SMAC SYNCPKT 9bytes

slotTime 1ms

Difs 10ms

Sifs 5ms

Eifs 50ms

durSyncPkt 11ms

RTS/CTS/ACK Size 10bytes

not necessary to keep nodes listening all the time) for which duty cycle is reduced to 50% &

we can achieve close to 50% of energy savings. But during this period bandwidth utilization

is very low. So, throughput is also low. Moreover, SMAC follows synchronization among

nodes for avoiding collision. For this reason when a synchronizer starts transmission, it will

not stop until finishing transmission. So, synchronizer occupies the bandwidth for it during

transmission. As, few nodes take part in transmission, throughput becomes low. In the

figure 2.9, we see that, when we use IEEE802.11, at a certain time all nodes start to sense

the medium and when find that the medium is not busy they start transmission. For this, there

was a higher use of bandwidth and we got a higher throughput though there may be packets

loss, higher energy consumption is occurred. When we use SMAC, we found in figure 2.9

that at a certain time nodes start to sense the medium and when one node does not hear

a schedule from another node, it randomly chooses a time to go to sleep and immediately

broadcasts its schedule to its neighboring nodes in a SYNC message which indicates that

it (synchronizer) will go to sleep after a time, t seconds. Before that time it will transmit

packets and occupies bandwidth. So, at this time only a few nodes (synchronizers) can

utilize the bandwidth and give a lower throughput.

We run the simulation among randomly generated 20 nodes for both IEEE802.11 and SMAC.

Here, we use cbrgen.tcl script built in NS-2.35 for creating maximum 8 random connections

among nodes.
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Figure 2.9: End-to-End throughput of IEEE802.11(red) and SMAC for 20 nodes(green)

By using a limited connection among a small no. of nodes we can get higher throughput in

SMAC than IEEE802.11. By using the same random connection, used in above throughput

measure and 10 randomly generated nodes we can measure the throughput shown in figure

2.10.

Figure 2.10: End-to-End throughput of IEEE802.11(red) and SMAC for 10 nodes(green)

From figure 2.10, we see that for a small no. of nodes (10) SMAC gives higher throughput

than IEEE802.11 but we also see that approximately at time 20.3 sec simulation for SMAC

becomes stop. This happens because nodes in SMAC update their scheduling time each time
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of sleeping & listening. During running simulation for SMAC an error message is shown

that Couldnt schedule with timer which means that scheduling time of nodes exceed the

time of simulation time, so that it is not possible for further transmission between nodes as

they cant schedule their synchronized period.

2.7 Summary

In this chapter, we studied routing protocols and the classification of routing protocol. We

have given the definition of different types routing protocols. Our main focus was on

LEACH and Mobile Ad-hoc Network protocol DSDV, AODV, DSR. We run the simula-

tion to do the comparison between DSDV, AODV and DSR on different matrices. We have

plotted the results which we have got from the simulation and describe the interesting ob-

servations we have found.
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CHAPTER 3

ROUTING PROTOCOL

3.1 General

A routing protocol is a protocol that specifies how routers communicate with each other

to disseminate information that allows them to select routes between any two nodes on a

network. Typically, each router has a prior knowledge only of its immediate neighbors.

A routing protocol shares this information so that routers have knowledge of the network

topology at large. Wireless sensor network is one of the most considered factors of todays

world. Due to severe energy constraint of densely deployed network sensor nodes, to main-

tain network functions and management different routing techniques are needed. There are

many techniques available for routing in wireless sensor network. Traditional techniques

include- Flooding and Gossiping. In flooding a given node broadcasts data and control

packets that it has received to the rest of the nodes in the network. This process repeats

until the destination node is reached. Note that this technique does not take into account the

energy constraint imposed by WSNs. As a result, when used for data routing in WSNs, it

leads to the problems such as implosion which refers that-As flooding is a blind technique,

duplicating packets may keep circulate in the network, and hence sensors will receive those

duplicate packet. To overcome this problem gossiping was introduced where a sensor would

select randomly one of its neighbors and send the received packet to it. The same process

repeats until all sensors receive this packet. Using gossiping, a given sensor would receive

only one copy of a packet being sent. While gossiping tackles the implosion problem, there

is a significant delay for a packet to reach all sensors in a network. Furthermore, these in-

conveniences are highlighted when the number of nodes in the network increases [16]. In

this chapter we have discussed about different routing protocols (LEACH, DSDV, AODV,

DSR), their significance in wireless sensor network and analyze the performance of some

routing protocol using NS-2.
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3.2 Design issues for Routing Protocol

The design of routing protocols in WSNs is influenced by many challenging factors. These

factors must be overcome before efficient communication can be achieved in WSNs. In

the following, we summarize some of the routing challenges and design issues that affect

routing process in WSNs.

Node deployment
Node deployment in WSNs is application dependent and affects the performance of the

routing protocol. The deployment can be either deterministic or randomized. The sensors

are manually placed and data is routed through pre-determined paths in deterministic de-

ployment. However, in random node deployment, the sensor nodes are scattered randomly

creating an infrastructure in an ad hoc manner. If the resultant distribution of nodes is not

uniform, optimal clustering becomes necessary to allow connectivity and enable energy effi-

cient network operation. Inter-sensor communication is normally within short transmission

ranges due to energy and bandwidth limitations. Therefore, it is most likely that a route will

consist of multiple wireless hops.

Power Consumption
Since the transmission power of a wireless radio is proportional to distance squared or

even higher order in the presence of obstacles, multi-hop routing will consume less energy

than direct communication. However, multi-hop routing introduces significant overhead

for topology management and medium access control. Direct routing would perform well

enough if all the nodes were very close to the sink. Sensor nodes are equipped with limited

power source (¡0.5 Ah 1.2V).Node lifetime is strongly dependent on its battery lifetime.

Data Delivery Models
Data delivery models determine when the data collected by the node has to be delivered.

Depending on the application of the sensor network, the data delivery model to the sink

can be Continuous, Event-driven, Query-driven and Hybrid [17]. In the continuous deliv-

ery model, each sensor sends data periodically. In event-driven models, the transmission of

data is triggered when an event occurs. In query driven models, the transmission of data is
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triggered when query is generated by the sink. Some networks apply a hybrid model using

a combination of continuous, event-driven and query-driven data delivery.

Node/Link Heterogeneity
Although many applications of wireless sensor network rely on homogenous nodes, the in-

troduction of different kinds of sensors could bring significant benefits. The use of nodes

with different processors, transceivers, power units or sensing components may improve

the characteristics of the network. Among other, the scalability of the network, the energy

drainage or the bandwidths are potential candidates to benefit from the heterogeneity of

nodes. For example, hierarchical protocols designate a cluster-head node different from the

normal sensors. These cluster-heads can be chosen from the deployed sensors or can be

more powerful than other sensor nodes in terms of energy, bandwidth, and memory. Hence,

the burden of transmission to the BS is handled by the set of cluster-heads.

Fault Tolerance
Some sensor nodes may fail or be blocked due to lack of power, physical damage, or en-

vironmental interference. The failure of sensor nodes should not affect the overall task of

the sensor network. If many nodes fail, MAC and routing protocols must accommodate

formation of new links and routes to the data collection base stations. This may require

actively adjusting transmit powers and signaling rates on the existing links to reduce energy

consumption, or rerouting packets through regions of the network where more energy is

available. Therefore, multiple levels of redundancy maybe needed in a fault-tolerant sensor

network.

Scalability
The number of sensor nodes deployed in the sensing area may be in the order of hundreds

or thousands, or more. Any routing scheme must be able to work with this huge number of

sensor nodes. In addition, sensor network routing protocols should be scalable enough to

respond to events in the environment. Until an event occurs, most of the sensors can remain

in the sleep state, with data from the few remaining sensors providing a coarse quality.

Network Dynamics
Most of the network architectures assume that sensor nodes are stationary. However, mo-

bility of either BSs or sensor nodes is sometimes necessary in many applications. Routing

messages from or to moving nodes is more challenging since route stability becomes an
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important issue, in addition to energy, bandwidth etc. Moreover, the sensed phenomenon

can be either dynamic or static depending on the application, e.g., it is dynamic in a target

detection/tracking application, while it is static in forest monitoring for early fire prevention.

Monitoring static events allows the network to work in a reactive mode, simply generating

traffic when reporting. Dynamic events in most applications require periodic reporting and

consequently generate significant traffic to be routed to the BS.

Transmission Media
In a multi-hop sensor network, communicating nodes are linked by a wireless medium. The

traditional problems associated with a wireless channel (e.g., fading, high error rate) may

also affect the operation of the sensor network. In general, the required bandwidth of sensor

data will be low, on the order of 1-100 kb/s. Related to the transmission media is the design

of medium access control (MAC). One approach of MAC design for sensor networks is to

use TDMA based protocols that conserve more energy compared to contention based proto-

cols like CSMA (e.g., IEEE 802.11). Bluetooth technology can also be used.

Connectivity
High node density in sensor networks precludes them from being completely isolated from

each other. Therefore, sensor nodes are expected to be highly connected. This, however,

may not prevent the network topology from being variable and the network size from being

shrinking due to sensor node failures. In addition, connectivity depends on the, possibly

random, distribution of nodes.

Operating Environment:
In WSNs, each sensor node obtains a certain view of the environment. A given sensor’s

view of the environment is limited both in range and in accuracy; it can only cover a limited

physical area of the environment. Hence, area coverage is also an important design param-

eter in WSNs.

Data Aggregation/Fusion
Since sensor nodes might generate significant redundant data, similar packets from multi-

ple nodes can be aggregated so that the number of transmissions would be reduced. Data

aggregation is the combination of data from different sources by using functions such as

suppression (eliminating duplicates), min, max and average [18]. As computation would

be less energy consuming than communication, substantial energy savings can be obtained
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through data aggregation. This technique has been used to achieve energy efficiency and

traffic optimization in a number of routing protocols.

Quality Of Service (Q o S)
The quality of service means the quality service required by the application, it could be the

length of life time, the data reliable, energy efficiency, and location-awareness, collaborative-

processing. These factors will affect the selection of routing protocols for a particular appli-

cation. In some applications (e.g. some military applications) the data should be delivered

within a certain period of time from the moment it is sensed.

Production Costs

Since the sensor networks consist of a large number of sensor nodes, the cost of a single

node is very important to justify the overall cost of the networks and hence the cost of each

sensor node has to be kept low.

Data Latency And Overhead
These are considered as the important factors that influence routing protocol design. Data

aggregation and multi-hop relays cause data latency. In addition, some routing protocols

create excessive overheads to implement their algorithms, which are not suitable for serious

energy constrained networks.

Autonomy
The assumption of a dedicated unit that controls the radio and routing resources does not

stand in wireless sensor networks as it could be an easy point of attack. Since there will not

be any centralized entity to make the routing decision, the routing procedures are transferred

to the network nodes.

3.3 Classification of Routing Protocol

To classify Routing protocols a large number of characteristics, e.g. the routing tech-

nique,the route establishment procedure, and the protocol operation, and the generated net-

work structure can be used. According to network structure, the routing protocols are cate-

gorized into flat, hierarchical, and location-based protocols. The protocol operation can be

multi-path-based, query-based, negotiation-based, QoS-based, or coherent-based [19].The
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way the routing protocols establish routes in the network classifies them into three different

categories. The first one is called proactive. A proactive protocol sets up routing paths and

states before there is a demand for routing traffic. Paths are maintained even there is no traf-

fic flow at that time. In reactive routing protocol, routing actions are triggered when there

is data to be sent and disseminated to other nodes. Here paths are setup on demand when

queries are initiated. The last group consists of hybrid protocols which combine the ideas

of reactive and proactive route establishment. Routing protocols are also classified based on

whether they are destination-initiated (Dst-initiated) or source-initiated (Src-initiated). Fig.

3.1 gives an overview of the routing taxonomy.

3.3.1 Route Establishment based routing protocol

Routing protocols can follow different strategies to enable connectivity between the nodes

in the networks. Different strategies effects on the performance and lifetime of the network

differently.

Three different route establishment strategies are available.

First one is proactive routing. Here, each node has one or more tables that contain the latest

information of the routes to any node in the network. The proactive protocols are not suit-

able for larger networks, as they need to maintain node entries for each and every node in

the routing table of every node. This causes more overhead in the routing table leading to

consumption of more bandwidth. Examples of such schemes are the conventional routing

schemes, Destination Sequenced Distance Vector (DSDV). Second routing protocol is Re-

active protocol. These protocols do not maintain routing information or routing activity at

the network nodes if there is no communication. If a node wants to send a packet to another

node then this protocol searches for the route in an on-demand manner and establishes the

connection in order to transmit and receive the packet. The route discovery usually occurs

by flooding the route request packets throughout the network. Example of reactive routing

protocol is ad hoc on-demand distance vector routing (AODV). Hybrid protocols use both

reactive and proactive mechanisms to maintain existing routes or to establish new routes.

Example of hybrid routing protocol is dynamic source routing (DSR). The majority of hy-

brid protocols can be divided into two groups. The first group does not transmit any routing

information if no route is required. Only the source and the destination of an active route
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Figure 3.1: Taxonomy of Wireless Routing Protocol

periodically transmit routing information in order to keep the existing routes up-to-date.

The advantage of this approach compared to reactive strategies is that the routing protocol

is able to quickly detect link breaks in active routes. The second group of hybrid proto-

cols uses proactive routing mechanisms for short range communication and reactive routing

techniques for long range communication. Thus, they use periodic broadcast mechanisms

to establish and maintain routes to nodes which are reachable within two or three hops. We

will discuss elaborately about DSDV, AODV, DSR in section 3.4, 3.5 and 3.6 respectively.

3.3.2 Network Structure based routing protocol

To make efficient the network WSN contain characteristics and among them network struc-

ture is one of them. The most common network structures are flat, hierarchical, and location-

based. In flat networks, each node typically plays the same role and sensor nodes collaborate

together to perform the sensing task. Due to the large number of such nodes, it is not fea-

sible to assign a global identifier to each node. This consideration has led to data centric

routing, where the BS sends queries to certain regions and waits for data from the sensors

located in the selected regions [20]. The main objective of hierarchical routing is to reduce

energy consumption by classifying nodes into clusters. In each cluster, a node is selected as

the leader or the cluster head. The different schemes for hierarchical routings mainly differ
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in how the cluster head is selected and how the nodes behave in the inter and intra-cluster

domain [21].In section 3.3 we will discuss about LEACH elaborately which is a hierarchi-

cal routing protocol. Location-based protocols follow a different approach to structure the

network. Nodes that are placed within a certain area are grouped instead of using a unique

address for each node. Therefore, the networks scale with their size and not with the number

of nodes.

3.3.3 Protocol Operation

Routing protocols can be also categorized with respect to their protocol operation. This

kind of categorization has the advantage of being more application oriented compared to the

two previously discussed taxonomies. In the following, the protocols are distinguished in

negotiation-based and query-based protocols. Moreover, the protocols are grouped whether

they offer multi-path or QoS support and depending on the used data processing technique.

However, the protocol-based classification is not as strict as the other classifications. Thus,

a routing protocol may fit into more than one category.

3.3.4 Initiator of Communicator

Routing protocols are also classified into destination-initiated (Dst-initiated)or source-initiated

(Src-initiated). A source-initiated protocol sets up the routing paths upon the demand of

the source node, and starting from the source node. Here source advertises the data when

available and initiates the data delivery. A destination initiated protocol, on the other hand,

initiates path setup from a destination node [22].

3.4 Low-energy adaptive clustering hierarchy(LEACH)

In WSN, LEACH is used for the following reasons-

• We need network protocol such as LEACH is due to the fact that a node in the network

is no longer useful when its battery dies

• This protocol allows us to space out the lifespan of the nodes, allowing it to do only
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the minimum work it needs to transmit data.

LEACH performs self-organizing and re-clustering functions for every round. In LEACH

routing protocol, sensor nodes are formed into clusters, one of the node acts as a cluster-head

and other act as member of the cluster. To communicate with the sink only cluster-head is

involved and member nodes use cluster-head as intermediate router in case of communica-

tion to sink. Cluster-head collects the data from all the nodes, aggregate the data and route

meaningful compressed information to sink. Because of these cluster-head dissipates more

energy and if it remains cluster-head permanently it will die quickly as happened in case

of static clustering. LEACH tackles this problem by randomized rotation of cluster-head to

save the battery of individual node. In this ways LEACH maximize life time of network

nodes and also reduce the energy dissipation by compressing the date before transmitting to

cluster-head [23]. Optimal number of cluster heads is estimated to be 5% of the total num-

ber of nodes. LEACH routing protocol operations is based on rounds, where each round

normally consists of two phases.

1. Setup phase: In setup phase cluster-head and cluster are created. Whole network

nodes are divided into multiple clusters. Some nodes elect themselves as a cluster-

head independently from other nodes. These nodes elect themselves on behalf Sug-

gested percentage P and its previous record as cluster-head. Nodes which were not

cluster-head in previous 1/p rounds generate a number between 0 to 1 and if it is less

then threshold T(n) then nodes become cluster-head. Threshold value is set through

this formula.

Where G is set of nodes that have not been cluster-head in previous 1/p rounds, P=

suggested percentage of cluster-head, r =is current round. The node becomes cluster-

head in current round, it will be cluster-head after next 1/p rounds [23]. This indicates

that every node will serve as a cluster-head equally and energy dissipation will be uni-

form throughout the network. Elected cluster-head broadcasts its status using CSMA

MAC protocol.
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2. Steady state phase: It starts when clusters have been created. In this phase nodes

communicate to cluster-head during allocated time slots otherwise nodes keep sleep-

ing. Due to this attribute LEACH minimize energy dissipation and extend battery life

of all individual nodes. When data from all nodes of cluster have been received to

cluster-head.it will aggregate, compress and transmit to sink. The steady state phase

is longer than setup phase.

By Fig 3.2 we can see how LEACH minimizes the energy.

Figure 3.2: Energy Calculation for Direct transmission and Minimum Transmission

Where k is the length of data and d1 is the distance between the sensor nodes, d2 is the

distance between sensor node and Base station. LEACH uses fig-3.2(b) approach. Using

the following feature LEACH reduces this energy dissipation [23]-

1. Reducing the number of transmission to sink using cluster-head.
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2. Reducing the date to be transmitted through compression technique.

3. LEACH Increase the life time of all nodes through randomizing rotation being as cluster-

head.

4. LEACH allows non-cluster-head nodes to keep sleeping except specific time duration. 5.

In LEACH routing protocol nodes die randomly and dynamic clustering enhance network

lifetime. 6. LEACH routing protocol makes wireless sensor network scalable and robust.

Although LEACH is able to increase the network lifetime, there are still a number of issues

about the assumptions used in this protocol [20].

1. LEACH assumes that all nodes can transmit with enough power to reach the BS if

needed and that each node has computational power to support different MAC proto-

cols. Therefore, it is not applicable to networks deployed in large regions.

2. It also assumes that nodes always have data to send and nodes located close to each

other have correlated data. It is not obvious how the number of predetermined Cluster

Heads CH (p) is going to be uniformly distributed throughout the network. Therefore,

there is a possibility that the elected CHs will be concentrated in one part of the net-

work. Hence, some nodes will not have any CHs in their vicinity. Furthermore, the

idea of dynamic clustering brings extra overhead (head changes, advertisements, etc.),

which may diminish the gain in energy consumption.

3. Finally, the protocol assumes that all nodes begin with the same amount of energy

for each node. The protocol should be extended to account for non-uniform energy

nodes, i.e., use energy-based threshold.

3.4.1 Power-Efficient Gathering in Sensor Information Systems (PEGASIS)

Lindsey & Ragavendra (2002) proposes an enhancement over the LEACH protocol called

Power-Efficient Gathering in Sensor Information Systems (PEGASIS). It is chain based

protocol. PEGASIS has two main objectives. They are-

1. To increase the lifetime of each node by using collaborative techniques.

2. To allow only local coordination between nodes that are close together so that the

bandwidth consumed in communication is reduced (Lindsey et al., 2001).
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Unlike LEACH, PEGASIS avoids cluster formation and uses only one node in a chain to

transmit to the BS instead of multiple nodes. To locate the closest neighbor node in PEGA-

SIS, each node uses the signal strength to measure the distance to all neighboring nodes and

then adjusts the signal strength so that only one node can be heard [24]. Here each sensor

node transmits and receives from a neighbor and only one node is selected from that chain

to transmit to the base station (sink). The data is gathered and moves from node to node,

aggregated and eventually sent to the base station. The chain construction is performed in a

greedy fashion.

The structure of PEGASIS looks like the Fig 3.3 PEGASIS has an advantage over LEACH

Figure 3.3: Chain construction using greedy algorithm

because it avoids clustering overhead, but PEGASIS still has some overheads [24]. They

are-

1. It requires dynamic topology adjustment as the energy status information of each node

should be known to determine alternate routing path for data communication.

2. It assumes that each sensor node has the potential to directly communicate with the

BS which conflicts the practical implementation.

3. It assumes that all nodes maintain a complete database of the location of all other

nodes in the network. The method by which the node locations are obtained is not

outlined.

4. It assumes that all sensor nodes have the same level of energy and are likely to die at

the same time.

5. It introduces excessive delay for distant nodes in the chain to communicate to BS. The

single leader in this protocol can become a bottleneck.

6. Finally, although in most scenarios sensors will be fixed or immobile as assumed

in PEGASIS, some sensors may be allowed to move and hence affect the protocol

functionality.
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3.4.2 Variations of LEACH

Many protocols have been derived from LEACH with some modifications and applying

advance routing techniques. A description about these protocols can be given shortly like

below-

3.4.2.1 Solar-aware Low Energy Adaptive Clustering Hierarchy (sLEACH)

In this protocol, cluster-heads are selected by their solar-status because some nodes are

facilitated by solar-power. It is of two types. They are-

1. Solar-aware Centralized LEACH:In solar-aware Centralized LEACH cluster head

are selected by Base station with help of improved Central control algorithm. As

each node sends solar status along with the energy to the base station, it is then up

to the base station to select the cluster-head with the highest energy. Performance

of sensor network depends on number of solar aware nodes as well as sunDuration

proportionally. In times of smaller sunDuration cluster-head handover is done.

2. Solar-aware Distributed LEACH:In Solar-aware Distributed LEACH choosing pref-

erence of cluster-head is given to solar-driven nodes.

3.4.2.2 Multi-hop LEACH

When the distance between the cluster-head and base station increases, the energy dissi-

pation of cluster-head is not affordable. Thats why to overcome this problem, multi-hop

LEACH was introduced. Like LEACH, in Multi-Hop LEACH some nodes elect themselves

as cluster-heads and other nodes associate themselves with elected cluster-head to complete

cluster formation in setup phase. In steady state phase cluster-head collect data from all

nodes of its cluster and transmit data directly or through other cluster-head to Base station

after aggregation. Figure 3.4 (b) describes Multi-Hop LEACH communication architecture.

Randomized rotation of cluster-head is similar to LEACH. Multi-Hop LEACH selects best

path with minimum hop-count between first cluster-head and base station.
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Figure 3.4: Difference between the Structure of Basic and Multi-hop LEACH

3.4.2.3 Mobile-LEACH (M-LEACH)

M-LEACH allows mobility of non-cluster-head nodes and cluster-head during the setup and

steady state phase. In M-LEACH cluster-heads are elected on the basis of attenuation model

and mobility speed. Node with minimum mobility and lowest attenuation power is selected

as cluster-head I M-LEACH. In steady state phase, if nodes move away from cluster-head or

cluster-head moves away from its member nodes then other cluster-head becomes suitable

for member nodes. It results into inefficient clustering formation. To deal this problem

M-LEACH provides handover mechanism for nodes to switch on to new cluster-head.

3.5 Destination-Sequenced Distance-Vector Routing (DSDV)

The DSDV routing algorithm [Perkins 1994] is built on top of Bellman-Ford routing algo-

rithm. There are two routing algorithms available. First one is Link-State algorithm each

node maintains a view of the network topology and second one is Distance-Vector algorithm

where every node maintains the distance of each destination. Distance-Vector algorithm is

not suited for ad-hoc networks because it causes loops and count-to-infinity problem. The

solution is to using DSDV protocol which is Destination Based and contains no global view

of topology. In DSDV each node maintains routing information for all known destinations

and routing information must be updated periodically. The route labeled with the highest

sequence number is always used. This also helps in identifying the stale routes from the

new ones, thereby avoiding the formation of loops. DSDV allows fast reaction to topology
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Table 3.1: Table entries of DSDV routing protocol

changes. It makes immediate route advertisement on significant changes in routing table but

waits with advertising of unstable routes (damping fluctuations). DSDV routing table looks

like below:

• Sequence number originated from destination. Ensures loop freeness.

• Install Time when entry was made (used to delete stale entries from table)

• Stable Data Pointer to a table holding information on how stable a route is. Used to

damp fluctuations in network.

In DSDV each node advertises to each neighbor own routing information. These information

are Destination Address, Metric (Number of Hops to Destination) and Destination Sequence

Number. DSDV maintains some rules to set sequence number information. On each adver-

tisement DSDV increases own destination sequence number (use only even numbers). If a

node is no more reachable (timeout) then DSDV increases sequence number of this node by

1 (odd sequence number) and set metric = .To minimize the traffic generated, there are two

types of packets in the system. One is known as full dump, which is a packet that carries

all the information about a change. However, at the time of occasional movement, another

type of packet called incremental will be used, which will carry just the changes, thereby,

increasing the overall efficiency of the system.

3.5.1 DSDV (fluctuations and solution of fluctuations)

If in case of fig 3.9 we suppose that entry for D in A is [D, C, 14, D-100] and D makes

Broadcast with Seq. Nr. D-102. If A receives from P Update (D, 15, D-102) then Entry for

D in A, will be [D, B, 15, D-102], so A must propagate this route immediately. Again if A

receives from B Update (D, 14, D-102) then Entry for D in A, will be [D, C, 14, D-102], so
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Figure 3.5: DSDV (new node)

A must propagate this route immediately.

This can happen every time D or any other node does its broadcast and lead to unnecessary

route advertisements in the network, so called fluctuations. To dump fluctuations some steps

should be taken.

• Record last and avg. Settling Time of every Route in a separate table. (Stable

Data)Settling Time = Time between arrival of first route and the best route with a

given seq. nr.

• A still must update his routing table on the first arrival of a route with a newer seq.

nr., but he can wait to advertising it. Time to wait is proposed to be 2*(avg. Settling

Time).

• Like this, fluctuations in larger networks can be damped to avoid unnecessary adver-

tisement, thus saving bandwidth.

Advantages of DSDV protocol:

• DSDV protocol guarantees loop free paths.

• Count to infinity problem is reduced in DSDV.
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Figure 3.6: DSDV (new node)contd.

• We can avoid extra traffic with incremental updates instead of full dump updates.

• Path Selection: DSDV maintains only the best path instead of maintaining multiple

paths to every destination. With this, the amount of space in routing table is reduced.

Limitations of DSDV protocol:

• Wastage of bandwidth due to unnecessary advertising of routing information even if

there is no change in the network topology.

• DSDV doesnt support Multi path Routing.

• It is difficult to determine a time delay for the advertisement of routes.

• It is difficult to maintain the routing tables advertisement for larger network. Each

and every host in the network should maintain a routing table for advertising. But for

larger network this would lead to overhead, which consumes more bandwidth.
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Figure 3.7: DSDV (no loops, no count to infinity)

3.6 Ad-hoc On-Demand Distance Vector (AODV) Routing

AODV is an on demand routing algorithm, meaning that it establishes paths only upon

demand by source nodes. It maintains these paths as long as they are needed. Nodes that do

not participate in active path neither maintain any routing information nor participate in any

periodic routing table exchange. AODV established path based on route request- route reply

mechanism.

3.6.1 Path Discovery Process

In order to discover the path, a route request message (RREQ) is broadcasted to all the

neighbors which again continue to send the same to their neighbors, until the destination is

reached. Every node maintains two counters: sequence number and broadcast-id in order to

maintain loop-free and most recent route information. The Broadcast-id is incremented for

every RREQ the source node initiates. If an intermediate node receives the same copy of

request, it discards it without routing it further and if the neighboring nodes which receiv-

ing the RREQ has no route information about the destination then it will further broadcast

RREQ packet in the network otherwise it will send answer by the route reply (RREP) packet
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Figure 3.8: DSDV (Immediate Advertisement)

Figure 3.9: DSDV (Problem of Fluctuations)

to the sender from which RREQ is received. When a node forwards the RREQ message,

it records the address of the neighbor from which it received the first copy of the broad-

cast packet, in order to maintain a reverse path to the source node. RREQ contains source

address, source sequence number, broadcast id, destination address, destination sequence

number, and hop count as shown in Figure 3.10; broadcast id uniquely identifies a RREQ,

where broadcast id is incremented when a new RREQ is issue by source. Similarly Figure

3.11 shows the structure of PREP. When the RREP reaches the source, the route is ready,

and the initiator can use it. A neighbor that has communicated at least one packet during the

past active timeout is considered active for this destination. An active entry in the routing
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Figure 3.10: Structure of an RREQ packet

Figure 3.11: Structure of an RREP packet

table is an entry that uses an active neighbor. An active path is a path established with active

routing table entries. A routing table entry expires if it has not been used recently. In this

main content that AODV uses the route expiration technique, where a routing table entry

expires within a specific period, after which a fresh route discovery must be initiated.

3.6.2 Maintaining Routes

The nodes participating in an active route are notified by RERR (Route ERROR) packets

when the next-hop link is down. The Route error propagation in AODV is achieved by all

nodes participating in the route. Each one of them forwards the RERR to its predecessors.

Consequently, all routing tables must be updated after this process. Nodes launches the

RERR message in three cases: 1- detection of a link break for the next hop of an active route

in its own routing table, 2- getting a data packet intended to a node that does not have an

active route, 3- receiving a RERR from a neighbor in relation to one or more active routes.

AODV uses the lifetime field to determine the expiry time for an active route. It also is also

used to define the deletion time for an invalid route.

Advantages of AODV protocol:

65



Figure 3.12: AODV Path Discovery Process

Figure 3.13: Structure of an RERR packet

• Reduces memory requirements and needless duplications

• Responses quickly to link breakage in active routes

• Maintains loop-free routes by use of destination sequence numbers

• Minimizes need for broadcast

• Increases size of network depending on the number of nodes.

• AODV for IPv6 is specified, built, and works

Limitations of AODV protocol:
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• The algorithm requires that the nodes in the broadcast medium can detect each others

broadcasts.

• Overhead on bandwidth will be occurred when an RREQ travels from node to node

in the process of discovering the route info on demand, it sets up the reverse path in

itself with the addresses of all the nodes through which it is passing and it carries all

this info all its way.

• AODV lacks an efficient route maintenance technique. The routing info is always

obtained on demand, including for common case traffic.

• The messages can be misused for insider attacks including route disruption, route

invasion, node isolation, and resource consumption.

• AODV is designed to support the shortest hop count metric. This metric favors long,

low bandwidth links over short, high bandwidth links.

• AODV does not discover a route until a flow is initiated. This route discovery latency

result can be high in large-scale mesh networks.

3.7 Dynamic Source Routing (DSR)

DSR maintains some mechanism for routing packets. Firstly, to send a packet to another

host, the sender constructs a source route in the packets header, giving the address of each

host in the network through which the packet should be forwarded in order to reach the

destination host. The sender then transmits the packet according to the route. When a host

receives a packet, if this host is not the final destination of the packet, it simply transmits the

packet to the next hop identified in the source route in the packets header. Once the packet

reaches its final destination, the packet is delivered to the network layer software on that

host. Secondly, while sending packet from one host to another, if the route is not found, the

sender may attempt to discover one using the route discovery mechanism. If host S is source

host and D is destination host and S initiates a route discovery in absence of route. Source

host S floods Route Request (RREQ). Each host appends own identifier when forwarding

RREQ.
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While waiting for the route discovery to complete, the host may continue normal processing

and may send and receive packets with other hosts. The host may buffer the original packet

in order to transmit it once the route is learned from route discovery, or it may discard

the packet, relying on higher layer protocol software to retransmit the packet if needed.

Destination D on receiving the first RREQ sends a Route Reply (RREP). RREP is sent on a

route obtained by reversing the route appended to receive RREQ. RREP includes the route

from S to D on which RREQ was received by host D. Thirdly, while a host is using any

source route, it monitors the continued correct operation of that route. For example, if the

sender, the destination, or any of the other hosts named hops along a route move out of
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Figure 3.14: Route discovery of DSR

wireless transmission range of the next or previous hop along the route, the route can no

longer be used to reach the destination. A route will also no longer of work if any of the

hosts along the route should fail or be powered off. This monitoring of the correct operation

of a route in use we call route maintenance. When route maintenance detects a problem

with a route in use, route discovery may be used again to discover a new, correct route to the

destination.

Fourthly, each mobile host participating in the ad hoc network maintains a route cache in

which it caches source routes that it has learned. When one host sends a packet to another

host, the sender first checks its route cache for a source route to the destination. If a route is

found, the sender uses this route to transmit the packet. When host S finds route [S, E, F,D]

to host D, host S also learns route [S,E, F] to host F. When host G receives Route Request

[S, C] destined for host, host G learns route [G, C, S] to host S. When host E forwards Route

Reply RREP [S, E, F,D], host E learns route [E, F, D] to host D. But there is a problem of

route cache and that is Stale caches may increase overheads.
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Figure 3.15: Route reply of DSR

Advantages of DSR:

• Routes maintained only between nodes who need to communicate

– Reduces overhead of route maintenance

• Route caching can further reduce discovery overhead

• A single route discovery may yield many routes to the destination, due to intermediate

nodes replying from caches

Disadvantages of DSR:

• Packet header size grows with route length due to source routing

• Flood of route requests may potentially reach all nodes in the network

• Potential collisions between route requests propagated by neighboring nodes

– Insertion of random delays before forwarding RREQ

• Stale caches will lead to increased overhead

• Increased contention if too many route replies come back due to nodes replying using

their local cache

– Route Reply Storm problem
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3.8 Comparison and Evaluation

In this section, we compare the three routing protocol: DSDV, AODV and DSR, discussed

previously. We have used simulation results to compare the protocols.

3.8.1 Simulation Model

The experiments use a fixed number of packet sizes (512-bytes). The mobility model used

is a radio propagation model. The field configurations used is 500m X 500mwith different

number of nodes. Here, each packet starts its journey from a random location to a random

destination with a randomly chosen speed. Simulations is run for 100 simulated seconds.

Identical mobility and traffic scenarios are used across protocols to gather fair results.

The Wireless scenario for this experiment looks like:

Figure 3.16: NAM output

3.8.2 Performance Metrics:

We focus on 3 performance metrics which are quantitatively measured. The performance

metrics are important to measure the performance and activities that are running in NS-2

simulation. The performance metrics are:
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1. Packet delivery fractions (PDF): the ratio of the data packets delivered to the des-

tinations to those generated by the CBR sources. The PDF shows how successful a

protocol performs delivering packets from source to destination. The higher for the

value give use the better results. This metric characterizes both the completeness and

correctness of the routing protocol also reliability of routing protocol by giving its

effectiveness.

Packet Delivery Ratio = (Packets received by the destination node)/(Packet sent)

2. Throughput: The ratio of the total amount of data that reaches a receiver from a

sender to the time it takes for the receiver to get the last packet is referred to as

throughput. It is expressed in bits per second or packets per second. Factors that

affect throughput include frequent topology changes, unreliable communication, lim-

ited bandwidth and limited energy. A high throughput network is desirable.

a) Packet Delivery Fraction Figure3.17, 3.18, 3.19, 3.20 shows the Xgraph for AODV,

Figure 3.17: Packet Delivery Fraction of DSDV, AODV, DSR with 20 nodes

DSDV and DSR with nodes 20, 30, 40 and 50 respectively where red curve is for DSDV,

green one is for AODV and blue is for DSR. The X-axis of the graph indicates the time

and the Y-axis shows the Packet Delivery Fraction. Based on these Figures it is shown than

AODV perform better as we know when the number of nodes increases, nodes become more
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Figure 3.18: Packet Delivery Fraction of DSDV, AODV, DSR with 30 nodes

Figure 3.19: Packet Delivery Fraction of DSDV, AODV, DSR with 40 nodes
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Figure 3.20: Packet Delivery Fraction of DSDV, AODV, DSR with 50 nodes

stationary which will lead to more stable path from source to destination in case of AODV.

Thats why the output curve for AODV is high having slight change in all the plotting above.

DSDV performance dropped as number of nodes increase because more packets dropped

due to link breaks. Thats why the curve for DSDV fluctuates so much. In figure 3.17 it is

high but in figure 3.18 it suddenly drops and increases with time, then again for node 40 it

becomes high and for node 50 it drops slightly and starts to rise with the advancement of

time. DSR curve in all the figures acts same as AODV.

b) Throughput The figure 3.21 shows the Xgraph for AODV, DSDV and DSR with con-

nections 20 where red one is DSDV, green one is AODV and blue is for DSR. The X-axis of

the graph indicates the time and the Y-axis shows the throughput. As we can clearly observe

from the graph, the throughput of AODV and DSR is better than DSDV. There is a steady

increase of throughput in case of AODV and DSR whereas in case of DSDV it is not the

same. Thus in case of Throughput, AODV performs well when compared to DSDV. The

figure 3.22 shows the Xgraph for AODV, DSDV and DSR with 30 connections. The X-axis

of the graph indicates the time and the Y-axis shows the throughput. From this figure also

we can see that throughput for AODV and DSR is better than DSDV. The reason for this

difference is the wastage of bandwidth in case of DSDV due to unnecessary advertising of

routing information even if the network is in idle mode. Thats why throughput for DSDV

rises at time 0.0000 then gradually decreases with the advancement of time.
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Figure 3.21: Throughput comparison with 20 connections

Figure 3.22: Throughput comparison with 30 connections
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3.9 Summary

In this chapter, we studied routing protocols and the classification of routing protocol. We

have given the definition of different types routing protocols. Our main focus was on

LEACH and Mobile Ad-hoc Network protocol DSDV, AODV, DSR. We run the simula-

tion to do the comparison between DSDV, AODV and DSR on different matrices. We have

plotted the results which we have got from the simulation and describe the interesting ob-

servations we have found.
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CHAPTER 4

IEEE 802.15.4 LOW RATE WIRELESS PERSONAL

AREA NETWORK

4.1 Introduction

Due to the vast success of wireless local area networks,the wireless networking community

has been focused on increasing WLAN capabilities and developing new techniques to meet

the needs of the growing applications requiring wireless facilities. With the new world,

there is a movement towards standardized protocols and away from applications requiring

inflexible wireless connectivity often based on proprietary technologies. IEEE 802.15 is

a working group of the Institute of Electrical and Electronics Engineers (IEEE) IEEE 802

standards committee which specifies Wireless Personal Area Network (WPAN) standards.

Why 802.15?

As the world is gradually being dependent on wireless technology which otherwise pro-

vides way better flexibility than the wired one, developing a flexible protocol for WPAN

had become a need of time. IEEE standard 802.15.4 intends to offer the fundamental lower

network layers of a type of wireless personal area network (WPAN) which focuses on low-

cost, low-speed ubiquitous communication between devices (in contrast with other, more

end-user oriented approaches, such as Wi-Fi). The emphasis is on very low cost communi-

cation of nearby devices with little to no underlying infrastructure, intending to exploit this

to lower power consumption even more.

There are different types of Task Groups of 802.15. They are:
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4.1.1 Task Group 1 : WPAN/Bluetooth

Task group one is based on Bluetooth technology. It consists of physical layer (PHY) and

Media Access Control (MAC) specification for wireless connectivity with fixed, portable

and moving devices. Standards were issued in 2002 and 2005. Task Group 2 : Coexistence

Task group two addresses the coexistence of wireless personal area networks (WPAN) with

other wireless devices operating in unlicensed frequency bands such as wireless local area

networks (WLAN). It has gone obsolete due to its drawbacks.

4.1.2 Task Group 3 :High Rate WPAN

IEEE 802.15.3 has been evolved from previous technology (e.g. Bluetooth ,Coexistence ) to

support higher rate of data transfer ranging from 11 to 55 Mbit/s in WPAN.

4.2 Motivation for evolution of 802.15.4

Due to the vast success of wireless local area networks,the wireless networking community

has been focused on increasing WLAN capabilities and developing new techniques to meet

the needs of the growing applications requiring wireless facilities. With the new world, there

is a movement towards standardized protocols and away from applications requiring inflex-

ible wireless connectivity often based on proprietary technologies. Recently, the concept of

a standardized low rate wireless personnel area network (LRWPANs) has emerged. Fuelled

by the need to enable inexpensive wireless sensor network applications, in December 2000

Task Group 4, under the IEEE 802 Working Group 15, was formed to begin the development

of a LRWPAN standard IEEE 802.15.4. The goal of Task Group 4 is to provide a standard

which has the characteristics of ultra-low complexity, low-cost and extremely low-power for

wireless connectivity among inexpensive, fixed, portable and moving devices [29].

4.3 Coexistence with Bluetooth and other technologies

The IEEE 802.15.4 devices are proposed to work in the 2.4 GHz (ISM) band. Other IEEE

802 wireless devices, such as IEEE 802.11b (WLAN) and IEEE 802.15.1(Bluetooth) use
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Table 4.1: Comparison between WLAN, WPAN and LRWPAN.

the same band. IEEE 802.15.4 and IEEE 802.11b standards support complimentary appli-

cations; e.g., IEEE 802.15.4 devices used to support a wireless sensor array within a home or

industrial complex could be collocated with IEEE 802.11b in order to provide WLAN sup-

port. Wireless devices based on these two standards are likely to be collocated and therefore

their ability to coexist needs to be evaluated. Central to the coexistence issue between wire-

less devices is the ability to differentiate between operational conditions which will and will

not result in the communication devices failing to meet the requirements of an application.

4.4 Features

Keeping an eye on low-cost and low-power, IEEE 802.15.4 is implementing applications in

the fields of industrial, agricultural, vehicular, residential and medical sensors and actuators.

The goal of IEEE 802.15.4 is to address applications where existing WPAN solutions are too

expensive and the performance of a technology such as BluetoothTM is not required. IEEE

802.15.4 LR-WPANs complement other WPAN technologies by providing very low power

consumption capabilities at very low cost, thus enabling applications that were previously

impractical. Table 4.2 illustrates a basic comparison between IEEE 802.15.4 and other IEEE

802 wireless networking standards. The IEEE 802.15.4 standard is being designed to be
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Table 4.2: IEEE 802.15.4 High Level Characteristics

used in a wide variety of applications which require simple wireless communications over

short-range distances with limited power and relaxed throughput needs. IEEE 802.15.4

facilitates Wireless Sensor Networks (WSNs) with the goal of reducing the installation cost

of sensors and actuators while enabling sensor-rich environments.

4.5 LR-WPAN Design Issues

The obvious goal of designing LR-WPANs is low power consumption, thereby maximizing

battery life. To achieve low average power consumption, IEEE 802.15.4 assumes that the

amount of data transmitted is short and that it is not transmitted frequently for keeping a low

duty-cycle. Besides that, the packet structure was designed to add minimal overhead over

the transported payload.

4.5.1 Topologies

Three network toplogies are allowed in this standard.

Star topology Mesh topology Cluster-tree Topology

Figure 4.1. In the star topology, the communication is performed between network devices
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Figure 4.1: Star , Mesh and Cluster Tree Networks

and a single central controller, called the PAN coordinator. A network device is either the

initiatorr point or the terminatoro of network communications. The PAN coordinator is in

charge of managing all the star PAN functionality. In the peer-to-peer topology, every net-

work device can communicate with any other within its range. This topology also contains a

PAN coordinator, which acts as the root of the network. Peer-to-peer topology allows more

complex network formations to be implemented; e.g. ad hoc and self-configuring networks.

The routing mechanisms required for multi-hopping are part of the network layer and are

therefore, not in the scope of IEEE 802.15.4. Cluster-tree network is a special case of a peer-

to-peer network in which most devices are FFDs and an RFD may connect to a cluster-tree

network as a leave node at the end of a branch. Any of the FFD can act as a coordinator

and provide synchronization services to other devices and coordinators. Only one of these

coordinators however is the PAN coordinator. The PAN coordinator forms the rst cluster by

establishing itself as the cluster head (CLH) with a cluster identier (CID) of zero, choosing

an unused PAN identier, and broadcasting beacon frames to neighboring devices. A can-
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Figure 4.2: ISO-OSI layered network model view of 802.15.4

didate device receiving a beacon frame may request to join the network at the CLH. If the

PAN coordinator permits the device to join, it will add this new device as a child device in

its neighbor list. The newly joined device will add the CLH as its parent in its neighbor list

and begin transmitting periodic beacons such that other candidate devices may then join the

network at that device. Once application or network requirements are met, the PAN coordi-

nator may instruct a device to become the CLH of a new cluster adjacent to the rst one. The

advantage of this clustered structure is the increased coverage area at the cost of increased

message latency.

4.5.2 Ins and Outs

An IEEE 802.15.4 LR-WPAN device is composed of a physical (PHY) layer and a medium

access control (MAC) sub layer that provides access to the physical channel for all types of

transfer and ensures the reliable transfer of frames.

4.6 IEEE 802.15.4 PHY

The PHY provides two services: the PHY data service and PHY management service in-

terfacing to the physical layer management entity (PLME). The PHY data service enables

the transmission and reception of PHY protocol data units (PPDU) across the physical radio

channel. The features of the PHY are activation and deactivation of the radio transceiver,
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Figure 4.3: LR-WPAN Device Architecture.

energy detection (ED), link quality indication (LQI), channel selection, clear channel as-

sessment (CCA) and transmitting as well as receiving packets across the physical medium.

The standard offers two PHY options based on the frequency band. Both are based on direct

sequence spread spectrum (DSSS). The data rate is 250kbps at 2.4GHz, 40kbps at 915MHz

and 20kbps at 868MHz. The higher data rate at 2.4GHz is attributed to a higher-order modu-

lation scheme. Lower frequency provide longer range due to lower propagation losses. Low

rate can be translated into better sensitivity and larger coverage area. Higher rate means

higher throughput, lower latency or lower duty cycle. This information is summarized in

Table 4.3.

There is a single channel between 868 and 868.6MHz, 10 channels between 902.0 and

928.0MHz, and 16 channels between 2.4 and 2.4835GHz as shown in Table-3. Several

channels in different frequency bands enables the ability to relocate within spectrum. The

standard also allows dynamic channel selection, a scan function that steps through a list

of supported channels in search of beacon, receiver energy detection, link quality indica-

tion, channel switching. Receiver sensitivities are -85dBm for 2.4GHz and -92dBm for
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Table 4.3: Frequency bands and data rates.

Figure 4.4: Operating frequency bands.

868/915MHz. The advantage of 6-8dB comes from the advantage of lower rate. The achiev-

able range is a function of receiver sensitivity and transmit power. The maximum transmit

power shall conform with local regulations. A compliant device shall have its nominal trans-

mit power level indicated by the PHY parameter, phyTransmitPower.

4.6.1 Receiver Energy Detection (ED)

The receiver energy detection (ED) measurement is intended for use by a network layers

part of channel selection algorithm. It is an estimate of the received signal power within the

bandwidth of an IEEE 802.15.4 channel. No attempt is made to identify or decode signals

on the channel. The ED time should be equal to 8 symbol periods. The ED result shall be

reported as an 8-bit integer ranging from 0x00 to 0xff. The minimum ED value (0) shall
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indicate received power less than 10dB above the specied receiver sensitivity.

The range of received power spanned by the ED values shall be at least 40dB. Within this

range, the mapping from the received power in decibels to ED values shall be linear with an

accuracy of + 6dB.

4.6.2 Link Quality Indication (LQI)

Upon reception of a packet, the PHY sends the PSDU length, PSDU itself and link quality

(LQ) in the PD-DATA.indication primitive. The LQI measurement is a characterization of

the strength and/or quality of a received packet. The measurement may be implemented

using receiver ED, a signal-to-noise estimation or a combination of these methods. The use

of LQI result is up to the network or application layers. The LQI result should be reported

as an integer ranging from 0x00 to 0xff. The minimum and maximum LQI values should

be associated with the lowest and highest quality IEEE 802.15.4 signals detectable by the

receiver and LQ values should be uniformly distributed between these two limits.

4.6.3 Clear Channel Assessment (CCA)

The clear channel assessment (CCA) is performed according to at least one of the following

three methods:

Energy above threshold. CCA shall report a busy medium upon detecting any energy above

the ED threshold.

Carrier sense only. CCA shall report a busy medium only upon the detection of a signal

with the modulation and spreading characteristics of IEEE 802.15.4. This signal may be

above or below the ED threshold.
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Carrier sense with energy above threshold. CCA shall report a busy medium only upon the

detection of a signal with the modulation and spreading characteristics of IEEE 802.15.4

with energy above the ED threshold.

4.7 Layers

4.7.1 The Network Layer

Resembling all IEEE 802 standards, the IEEE 802.15.4 draft standard covers only those

layers up to and including portions of the data link layer(DLL). Higher-layer protocols are

at the discretion of the individual applications utilized in an in-home network environment.

In particular, this section considers the issues and obstacles surrounding the network layer.

In traditional wired networks, the network layer is responsible for topology construction

and maintenance, as well as naming and binding services, which incorporate the necessary

tasks of addressing, routing, and security . The same services exist for wireless in-home

networks, but are far more challenging to implement because of the premium placed on

energy conservation. In fact, it is important for any network layer implementation built

on the already energy conscious IEEE 802.15.4 draft standard to be equally conservative.

Network layers built on the standard are expected to be self-organizing and self-maintaining,

to minimize total cost to the consumer user.

4.7.2 The Data Link Layer

The IEEE 802 stadard proposes to split the DLL into two sub layers, the MAC and logical

link control (LLC) sub layers. The LLC is standardized in 802.2 and is common among

the 802 standards such as 802.3, 802.11, and 802.15.1.On the other hand, MAC sub layer is

closer to the hardware and may vary with the physical layer implementation. Figure 2 shows

how IEEE 802.15.4 fits into the International Organization for Standardization (ISO) open

systems interconnection (OSI) reference model . The IEEE 802.15.4 MAC provides services

to an IEEE 802.2 type I LLC through the service-specific convergence sub layer (SSCS), or

a proprietary LLC can access the MAC services directly without going through the SSCS.

The SSCS ensures compatibility between different LLC sub layers and allows the MAC to
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be accessed through a single set of access points. Using this model, the 802.15.4 MAC

provides features not utilized by 802.2, and therefore allows the more complex network

topologies mentioned above. The features of the IEEE 802.15.4 MAC are association and

disassociation, acknowledged frame delivery, channel access mechanism, frame validation,

guaranteed time slot management, and beacon management. These items will be introduced

in the following subsections. The MAC sub layer provides two services to higher layers that

can be accessed through two service access points (SAPs). The MAC data service is ac-

cessed through the MAC common part sub layer (MCPS-SAP), and the MAC management

services are accessed through the MAC layer management entity (MLME-SAP). These two

services provide an interface between the SSCS or another LLC and the PHY layer. The

MAC management service has 26 primitives. Compared to 802.15.1 (Bluetooth), which has

about 131 primitives and 32 events, the 802.15.4 MAC is of very low complexity, making it

very suitable for its intended low-end applications, albeit at the cost of a smaller feature set

than 802.15.1 (e.g., 802.15.4 does not support synchronous voice links).

4.8 The general MAC Frame format

MAC frame structure is kept very feasible to accommodate the needs of different applica-

tions and network topologies while maintaining a simple protocol. The general format of

a MAC frame is shown in Fig. 4.5. The MAC frame is called the MAC protocol data unit

(MPDU) and is composed of the MAC header (MHR), MAC service data unit (MSDU),

and MAC footer (MFR). The first field of the MAC header is the frame control field. It

indicates the type of MAC frame being transmitted, specifies the format of the address field,

and controls the acknowledgment. In short, the frame control field specifies how the rest of

the frame looks and what it contains. The size of the address field may vary between 0 and

20 bytes. For instance, a data frame may contain both source and destination information,

while the return acknowledgment frame does not contain any address information at all. On

the other hand, a beacon frame may only contain source address information.

In addition, short 8-bit device addresses or 64-bit IEEE device addresses may be used. This

flexible structure helps increase the efficiency of the protocol by keeping the packets short.

The payload field is variable in length; however, the complete MAC frame may not exceed

127 bytes in length. The data contained in the payload is dependent on the frame type. The
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IEEE 802.15.4 MAC has four different frame types. These are the beacon frame, data frame,

acknowledgment frame, and MAC command frame. Only the data and beacon frames ac-

tually contain information sent by higher layers; the acknowledgment and MAC command

frames originate in the MAC and are used for MAC peer-to-peer communication. Other

fields in a MAC frame are the sequence number and frame check sequence (FCS). The

sequence number in the MAC header matches the acknowledgment frame with the previ-

ous transmission. The transaction is considered successful only when the acknowledgment

frame contains the same sequence number as the previously transmitted frame. The FCS

helps verify the integrity of the MAC frame. The FCS in an IEEE 802.15.4 MAC frame is a

16-bit International Telecommunication Union Telecommunication Standardization Sector

(ITU-T) cyclic redundancy check (CRC).

4.8.1 IEEE 802.15.4 MAC

The MAC sublayer provides two services: the MAC data service and the MAC management

service interfacing to the MAC sublayer management entity (MLME) service access point

(SAP) (MLMESAP). The MAC data service enables the transmission and reception of MAC

protocol data units (MPDU) across the PHY data service. The features of MAC sublayer are

beacon management, channel access, GTS management, frame validation, acknowledged

frame delivery, association and disassociation.

4.8.2 Superframe Structure

LR-WPAN allows the optional use of a superframe structure. The format of the superframe

is dened by the coordinator. The superframe is bounded by network beacons and is divided

into 16 equally sized slots. The beacon frame is sent in the rst slot of each superframe.

If a coordinator does not want to use the superframe structure, it may turn off the beacon

transmissions. The beacons are used to synchronize the attached devices, to identify the

PAN and to describe the structure of superframes. The superframe can have an active and

an inactive portion. During the inactive portion, the coordinator shall not interact with its

PAN and may enter a low-power mode. The active portion consists of contention access

period (CAP) and contention free period (CFP). Any device wishing to communicate during

the CAP shall compete with other devices using a slotted CSMACA mechanism. On the
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Figure 4.5: An example superframe structure.

other hand, the CFP contains guaranteed time slots (GTSs). The GTSs always appear at

the end of the active superframe starting at a slot boundary immediately following the CAP.

The PAN coordinator may allocate up to seven of these GTSs and a GTS can occupy more

than one slot period. The duration of different portions of the superframe are described by

the values of macBeaconOrder and macSuperFrameOrder. macBeaconOrder describes the

interval at which the coordinator shall transmit its beacon frames. The beacon interval, BI,

is related to the macBeaconOrder, BO, as follows: BI = aBaseSuperFrameDuration2 BO,

0 BO 14. The superframe is ignored if BO = 15. The value of macSuperFrameOrder

describes the length of the active portion of the superframe. The superframe duration, SD,

is related to macSuperFrameOrder, SO, as follows: SD = aBaseSuperFrameDuration2 SO

, 0 SO 14. If SO = 15, the superframe should not remain active after the beacon. The

active portion of each superframe is divided into a aNumSuperFrameSlots equally spaced

slots of duration 2 SO aBaseSlotDuration and is composed of three parts: a beacon, a CAP

and CFP. The beacon is transmitted at the start of slot 0 without the use of CSMA. The CAP

starts immediately after the beacon. The CAP shall be at least aMinCAPLength symbols

unless additional space is needed to temporarily accommodate the increase in the beacon

frame length to perform GTS maintenance. All frames except acknowledgement frames or

any data frame that immediately follows the acknowledgement of a data request command

that are transmitted in the CAP shall use slotted CSMA-CA to access the channel. A trans-

mission in the CAP shall be complete one IFS period before the end of the CAP. If this is

not possible, it defers its transmission until the CAP of the following superframe. An ex-

ample superframe structure is shown in Figure 4.6. The CFP, if present, shall start on a slot
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boundary immediately following the CAP and extends to the end of the active portion of the

superframe. The length of the CFP is determined by the total length of all of the combined

GTSs. No transmissions within the CFP shall use a CSMA-CA mechanism. A device trans-

mitting in the CFP shall ensure that its transmissions are complete one IFS period before the

end of its GTS. IFS time is the amount of time necessary to process the received packet by

the PHY. Transmitted frames shall be followed by an IFS period. The length of IFS depends

on the size of the frame that has just been transmitted. Frames of up to aMaxSIFSFrameSize

in length shall be followed by a SIFS whereas frames of greater length shall be followed by

a LIFS. The PANs that do not wish to use the superframe in a nonbeacon-enabled shall set

both macBeaconOrder and macSuperFrameOrder to 15. In this kind of network, a coordi-

nator shall not transmit any beacons, all transmissions except the acknowledgement frame

shall use unslotted CSMA-CA to access channel, GTSs shall not be permitted.

4.8.3 CSMA-CA Algorithm

If superframe structure is used in the PAN, then slotted CSMA-CA shall be used. If beacons

are not being used in the PAN or a beacon cannot be located in a beacon-enabled network,

unslotted CSMA-CA algorithm is used. In both cases, the algorithm is implemented using

units of time called backoff periods, which is equal to aUnitBackoffPeriod symbols.

In slotted CSMA-CA channel access mechanism, the backoff period boundaries of every de-

vice in the PAN are aligned with the superframe slot boundaries of the PAN coordinator. In

slotted CSMA-CA, each time a device wishes to transmit data frames during the CAP, it shall

locate the 11boundary of the next backoff period. In unslotted CSMA-CA, the backoff peri-

ods of one device do not need to be synchronized to the backoff periods of another device.

Each device has 3 variables: NB, CW and BE. NB is the number of times the CSMA-CA

algorithm was required to backoff while attempting the current transmission. It is initialized

to 0 before every new transmission. CW is the contention window length, which denes the

number of backoff periods that need to be clear of activity before the transmission can start.

It is initialized to 2 before each transmission attempt and reset to 2 each time the channel

is assessed to be busy.CW is only used for slotted CSMA-CA. BE is the backoff exponent,

which is related to how many backoff periods a device shall wait before attempting to assess

the channel. Although the receiver of the device is enabled during the channel assessment
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portion of this algorithm, the device shall discard any frames received during this time. In

slotted CSMA-CA, NB, CW and BE are initialized and the boundary of the next backoff

period is located. In unslotted CSMA-CA, NB and BE are initialized (step1). The MAC

layer shall delay for a random number of complete backoff periods in the range 0 to 2 BE

1 (step 2) then request that PHY performs a CCA (clear channel assessment) (step 3). The

MAC sublayer shall then proceed if the remaining CSMA-CA algorithm steps, the frame

transmission, and any acknowledgement can be completed before the end of the CAP. If the

MAC sublayer cannot proceed, it shall wait until the start of the CAP in the next superframe

and repeat the evaluation. If the channel is assessed to be busy (step 4), the MAC sublayer

shall increment both NB and BE by one, ensuring that BE shall be no more than aMaxBE.

In slotted CSMA-CA, CW can also be reset to 2. If the value of NB is less than or equal

to macMaxCSMABackoffs, the CSMA-CA shall return to step 2, else the CSMA-CA shall

terminate with a Channel Access Failure status. If the channel is assessed to be idle (step 5),

in a slotted CSMA-CA, the MAC sublayer shall ensure that contention window is expired

before starting transmission. For this, the MAC sublayer rst decrements CW by one. If CW

is not equal to 0, go to step 3 else start transmission on the boundary of the next backoff

period. In the unslotted CSMA-CA, the MAC sublayer start transmission immediately if the

channel is assessed to be idle. The whole CSMA-CA algorithm is illustrated in Figure 4.7

[26].
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Figure 4.6: Slotted The CSMA-CA algorithm.
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Figure 4.7: Communication to a coordinator in a beacon-enabled network.

4.8.4 Data Transfer model

Three types of data transfer transactions exist: from a coordinator to a device, from a device

to a coordinator and between two peer devices. The mechanism for each of these transfers

depend on whether the network supports the transmission of beacons. When a device wishes

to transfer data in a nonbeacon-enabled network, it simply transmits its data frame, using

the unslotted CSMA- CA, to the coordinator. There is also an optional acknowledgement at

the end as shown in Figure 9. When a device wishes to transfer data to a coordinator in a

beacon-enabled network, it rst listens for the network beacon. When the beacon is found, it

synchronizes to the superframe structure. At the right time, it transmits its data frame, using

slotted CSMA-CA, to the coordinator. There is an optional acknowledgement at the end as

shown in Figure 4.8.

The applications transfers are completely controlled by the devices on a PAN rather than

by the coordinator. This provides the energy-conservation feature of the ZigBee network.

When a coordinator wishes to transfer data to a device in a beacon-enabled network, it indi-

cates in the network beacon that the data message is pending. The device periodically listens

to the network beacon, and if a message is pending, transmits a MAC command requesting

this data, using slotted CSMA-CA.The coordinator optionally acknowledges the successful

transmission of this packet. The pending data frame is then sent using slotted CSMA-CA.
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Figure 4.8: Communication to a coordinator in a nonbeacon-enabled network.

Figure 4.9: Communication from a coordinator in a nonbeacon-enabled network.

The device acknowledged the successful reception of the data by transmitting an acknowl-

edgement frame. Upon receiving the acknowledgement, the message is removed from the

list of pending messages in the beacon as shown in Figure 4.9. When a coordinator wishes

to transfer data to a device in a nonbeacon-enabled network, it stores the data for the appro-

priate device to make contact and request data. A device may make contact by transmitting

a MAC command requesting the data, using unslotted CSMA-CA, to its coordinator at an

application-dened rate. The coordinator acknowledges this packet. If data are pending, the

coordinator transmits the data frame using unslotted CSMA-CA. If data are not pending, the

coordinator transmits a data frame with a zero-length payload to indicate that no data were

pending. The device acknowledges this packet as shown in Figure 4.10.
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In a peer-to-peer network, every device can communicate with any other device in its trans-

mission radius. There are two options for this. In the rst case, the node will listen constantly

and transmit its data using unslotted CSMA-CA. In the second case, the nodes synchronize

with each other so that they can save power.

4.8.5 Starting and Maintaining PANs

A PAN shall be started by an FFD only after an active channel or ED channel scan has been

performed and a suitable PAN identier selection has been made as shown in Figure 4.7. The

active scan allows the FFD to locate any coordinator transmitting beacon frames within its

POS (personal operating space). An active channel scan is requested over a specied set of

logical channels. For each logical channel, the device shall rst switch to the channel and

send a beacon request command. The device shall then enable its receiver for at most aBas-

eSuperframeDuration (2n + 1) symbols, where n is between 0 and 14. During this time, the

device shall reject all nonbeacon frames and record the information contained in all unique

beacons in a PAN descriptor structure. If the coordinator of a beacon-enabled PAN receives

the beacon request command, it shall ignore the command and continue transmitting its bea-

cons as usual. If the coordinator of a nonbeaconenabled PAN receives this command, it shall

transmit a single beacon frame using unslotted CSMACA. The active scan on a particular

channel terminates when the number of PAN descriptors stored equals this implementation-

specied maximum or aBaseSuperframeDuration (2n + 1) symbols, where n is between 0

and 14, have elapsed. The entire scan shall terminate when the number of PAN descriptors

stored equals the implementation-specied maximum or every channel in the set of available

channels has been scanned. Then selecting a suitable PAN identier BY prospective PAN

coordinator from the list of PAN descriptors returned from the active channel scan IS UP

TO application. An ED scan allows the FFD obtain a measure of the peak energy in each

requested channel. During the ED scan, the MAC sublayer shall discard all frames received

over the PHY data service. An ED scan is performed over a set of logical channels. For each

logical channel, repeatedly perform an ED measurement for aBaseSuperframeDuration (2n

+ 1) where n is the value of the scanDuration. The maximum ED measurement obtained

during this period shall be noted before moving onto the next channel in the channel list.

The ED scan shall terminate when either the number of channel ED measurements stored
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equals the implementation-specied maximum or energy has been measured on each of the

specied logical channels. In some instances, a situation could occur in which two PANs exist

in the same POS with the same PAN identier. If this conict happens, the coordinator and

its devices shall perform PAN identier conict resolution procedure. The PAN coordinator

shall conclude that a PAN identier conict is present if either a beacon frame is received by

the PAN coordinator with the PAN coordinator subeld set to 1, i.e. transmitted by the PAN

coordinator, and the PAN identier is equal to macPANId or a PAN ID conict notication com-

mand is received by the PAN coordinator from a device on its PAN. A device shall conclude

that a PAN identier conict is present if a beacon frame is received by the device with the

PAN coordinator subeld set to 1, the PAN identier equal to macPANId, an address that is

not equal to both macCoordShortAddress and macCoordExtendedAddress. On the detec-

tion of the PAN identier conict by a device, it shall generate the PAN ID con-ict notication

command and send it to the PAN coordinator. If the PAN ID conict notication command

is received correctly, the PAN coordinator shall send an ack and resolve the conict. On the

detection of the PAN identier conict by a coordinator, the coordinator shall rst perform an

active scan and then select a new PAN identier based on the information from the scan. The

coordinator shall then broadcast the coordinator realignment command containing the new

PAN identier with the source PAN identier eld equal to the value in macPANId. Once the

coordinator realignment eld has been sent, the coordinator shall set macPANId to the new

PAN identier.

4.8.6 Beacon Generation

Depending on the parameters of the MLME-START.request primitive, the FFD may ei-

ther operate in a beaconless mode or may begin beacon transmissions either as the PAN

coordinator or as a device on a previously established PAN. An FFD that is not the PAN

coordinator shall begin transmitting beacon frames only when it has successfully associated

with a PAN. This primitive also includes macBeaconOrder and macSuperFrameOrder pa-

rameters that determine the duration of the beacon interval and the duration of the active and

inactive portions. The time of the transmission of the most recent beacon shall be recorded

in macBeaconTxTime and shall be computed so that its value is taken at the same symbol

boundary in each beacon frame the location of which is implementation specic.
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Figure 4.10: PAN start message sequence chart - PAN coordinator
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4.8.7 Association and Disassociation

An FFD may indicate its presence on a PAN to other devices by transmitting beacon frames.

This allows other devices to perform device discovery. An FFD that is not a PAN coordina-

tor shall begin transmitting beacon frames only when it has successfully associated with a

PAN. Association of a device starts after having completed either an active channel scan or

a passive channel scan. The passive scan, like an active scan, allows a device to locate any

coordinator transmitting beacon frames within its POS whereas there beacon request com-

mand is not required for passive scan. The results of the channel scan are then used to choose

a suitable PAN. A device shall attempt to associate only with a PAN that is currently allow-

ing association. Now, how to choose a suitable pan with which to associate from the list of

pan descriptors returned from the channel scan is up to application. Following the selection

of a PAN with which to associate, the next higher layers request that MLME congure the

phyCurrentChannel to the appropriate logical channel on which to associate, macPANId to

the identier of the PAN with which to associate and macCoordExtendedAddress or macCo-

ordShortAddress to the address of the coordinator with which it associates. An unassociated

device shall initiate the association procedure by sending an associate request command to

the coordinator of an existing PAN. If the association request command is received correctly,

the coordinator shall send an acknowledgement. This acknowledgement however does not

mean that the device has associated. The coordinator needs time to determine whether the

current sources available on a PAN are sufficient to allow another device to associate. This

decision should be made within aResponseWaitTime symbols. If already associated, remove

all information. If sufficient resources are available, the coordinator shall allocate a short

address to the device and generate an association response command containing the new ad-

dress and a status indicating the successful association. If there are not enough resources, the

coordinator shall generate an association response command containing a status indicating

failure. This response is sent to the device using indirect transmission (pending, request,...).

On the other side, the device, after getting the acknowledgement frame, waits for the re-

sponse for aResponseWaitTime symbols. It either checks the beacons in the beacon-enabled

network or extracts the association response command from the coordinator after aRespon-

seWaitTime symbols. On reception of association response command, the device shall send

an acknowledgement. If the association is successful, store the addressed of the coordina-
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tor with which it has associated. The association procedure is shown in Figure 4.8 on the

coordinator side and in Figure 4.9 on the device side. When a coordinator wants one of its

associated devices to leave the PAN, it shall send the disassociation notication command to

the device using indirect transmission. Upon reception of the packet, the device should send

the acknowledgement frame. Even if the ack is not received, the coordinator shall consider

the device disassociated. If an associated device wants to leave the PAN, it shall send a dis-

association notication command to the coordinator. Upon reception, the coordinator sends

ack. Even if the ack is not received, the device shall consider itself disassociated. An asso-

ciated device shall disassociate itself by removing all references to the PAN. A coordinator

shall disassociate a device by removing all references to that device.

4.8.8 Synchronization

For PANs supporting beacons, synchronization is performed by receiving and decoding bea-

con frames. For PANs not supporting beacons, the synchronization is performed by polling

the coordinator for data. In a beacon enabled network, devices shall be permitted to acquire

synchronization only with beacons containing the PAN identier specied in macPANId. If

tracking is specied in the MLMESYNC.request primitive, the device shall attempt to ac-

quire the beacon and keep track of it by regular and timely activation of its receiver. It

shall enable its receiver at a time prior to the next expected beacon frame transmission, i.e.

just before the known start of the next superframe. If tracking is not specied, the device

shall attempt to acquire the beacon only once. To acquire beacon synchronization, a de-

vice shall enable its receiver and search for at most aBaseSuperframeDuration (2n + 1)

symbols, where n is the macBeaconOrder. If a beacon frame containing the current PAN

identier of the device is not received, the MLME shall repeat the search. Once the number

of missed beacons reached aMaxLostBeacons, the MLME noties the next upper layer by

issuing MLME-SYNC-LOSS.indication with a reason BEACON-LOSS. The MLME shall

timestamp each received beacon frame at the same symbol boundary within each frame, the

location of which is implementation specic. In a nonbeacon-enabled network, the devices

shall be able to poll the coordinator for data at the discretion of the next higher layer. On

receipt of MLME-POLL.request primitive, the MLME follow the procedure for extracting

pending data from the coordinator. Another problem with synchronization is orphaned de-
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vice. If the next higher layer receives repeated communication failures following its requests

to transmit data, it may conclude that it has been orphaned. A single communications failure

occurs when a device transaction fails to reach the coordinator, i.e. an acknowledgement is

not received after aMaxFrameRetries attempts at sending data. If the next higher layer con-

cluded that the device has been orphaned, it may either reset the MAC sublayer and perform

the association procedure or perform the orphaned device realignment procedure. If the de-

cision is for orphaned device alignment, orphan scan is performed. During the orphan scan,

the MAC sublayer shall discard all frames received over the PHY data service that are not

coordinator realignment MAC command frames. For each logical channel over a specied

set of logical channels, the device sends an orphan notication command. The device shall

then enable its receiver for at most aResponseWaitTime symbols. If the device successfully

receives a coordinator realignment command within this time, the device shall disable its

receiver. If a coordinator receives the orphan notication command, it searches its device list

for the device sending the command. If the coordinator nds a record of the device, it shall

send a coordinator realignment command to the orphaned device. Otherwise, it shall ignore

the packet. The orphan scan terminates when the device receives a coordinator realignment

command or the specied set of logical channels has been scanned [28].

4.8.9 Transmission, Reception and Acknowledgement

In order to transmit a data or a beacon or a MAC command frame, the MAC sublayer shall

copy the value of masDSN into the sequence number eld of the MHR of the outgoing frame

and then increment it by one. The source address eld shall contain the address of the de-

vice sending the frame. If the device has been allocated a short address, it shall use that

address in preference to its 64 bit extended address. If the source address eld is not present,

the originator of the frame shall be assumed to be a PAN coordinator and the destination

address shall contain the address of the recipient. The destination address shall contain

the intended recipient of the frame, which may be either a 16 bit short address or a 64 bit

extended address. If the destination address eld is not present, the recipient of the frame

shall be assumed to be the PAN coordinator. The destination and source address may be

in different PANs, which is identied by the PAN identier elds. In beacon-enabled PAN, the

transmitting device shall attempt to nd the beacon before transmitting. If it cannot nd the
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beacon, it shall use unslotted CSMA-CA. Once the beacon is found, it transmits in the ap-

propriate portion of the superframe. Transmission in the CAP shall use slotted CSMA-CA

and those in GTS shall not use CSMA-CA. In a nonbeacon-enabled network, the frames

are transmitted using unslotted CSMA-CA. Upon reception of packets, the MAC sublayer

shall discard all its received frames that do not contain a correct value in their FCS eld in

the MFR. Receiver is important in terms of energy consumption. Each device may choose

whether the MAC sublayer is to enable its receiver during idle periods. During these idle

periods, the MAC sublayer shall still service transceiver task requests from the next higher

layer. On completion of each transceiver task, the MAC sublayer shall request that the PHY

enables or disables its receiver, depending on whether macRxOnWhenIdle is set to TRUE or

FALSE, respectively. If beacon is enabled, the value of macRxOnWhenIdle shall be consid-

ered only during idle periods of the CAP. Another energy conserving feature of the standard

is the indirect transmission feature. The transactions start by the devices themselves rather

than the coordinator. In other words, either the coordinator needs to indicate in its beacon

when messages are pending for devices or the devices themselves need to poll the coordi-

nator to determine whether they have any messages pending. A device on a beacon-enabled

PAN can determine whether any frames are pending for it by examining the contents of the

received beacon frame. If the address of the device is contained in the address list eld of

the beacon frame, the MLME of the device shall send a data request command to the co-

ordinator during the CAP. Upon reception of this command, the coordinator shall send an

ack. It indicates whether any data is pending for that device in the ack frame. On receipt

of the ack, the device shall enable its receiver for at most aMaxFrameResponseTime CAP

symbols in a beacon-enabled PAN or symbols in a nonbeacon-enabled PAN to receive the

corresponding frame from the coordinator. If there is data pending, the coordinator should

send the frame else send a frame containing zero length payload, indicating that no data

is present. The data frame is transmitted without using CSMA-CA if the MAC sublayer

can commence transmission of the data frame between aTurnaroundTime and aTurnaround-

Time+aUnitBackoffPeriod symbols and there is time remaining in the CAP for the message,

appropriate IFS and acknowledgement and using CSMA-CA otherwise. A frame transmit-

ted with the acknowledgement request eld set to 1 shall be acknowledged by the recipient.

If the intended recipient correctly receives the frame, it shall generate and send an acknowl-

edgement frame containing the same DSN from the data or MAC command frame that is
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being acknowledged. The transmission of the ack shall commence between aTurnaround-

Time and aTurnaroundTime + aUnitBackoffPeriod symbols after the reception of the last

symbol of the data or MAC command frame.

4.8.10 GTS Allocation and Management

A GTS allows a device to operate on the channel within a portion of the superframe that

is dedicated exclusively to that device. A device shall attempt to allocate and use a GTS

only if it is currently tracking the beacons. A GTS shall be allocated only by the PAN

coordinator and it shall be used only for communications between the PAN coordinator

and a device. A single GTS can extend over one or more superframe slots. The PAN

coordinator may allocate up to seven GTSs at the same time, provided there is sufcient

capacity in the superframe. A GTS shall be allocated before use, with the PAN coordinator

deciding whether to allocate a GTS based on the requirements of the GTS request and the

current available capacity in the superframe. GTS shall be allocated on a rst-come-rst-serve

basis and all GTSs shall be placed contiguously at the end of the superframe and after the

CAP. Each GTS shall be deallocated when the GTS is no longer required, and a GTS can

be deallocated at any time at the discretion of the PAN coordinator or by the device that

originally requested the GTSs. A device that has been allocated GTS may also operate in

the CAP. The management of the GTSs shall be undertaken by the PAN coordinator only.

For each GTS, the PAN coordinator shall be able to store its starting slot, length, direction

and associated device address. The GTS direction is specied as either transmit or receive.

Each device may request one transmit GTS and/or one receive GTS. For each allocated

GTS, the device shall be able to store its starting slot, length and direction. If a device has

been allocated a receive GTS, it shall enable its receiver for the entirety of the GTS. In the

same way, a PAN coordinator shall enable its receiver for the entirety of the GTS if a device

has been allocated a transmit GTS. A device is instructed to request the allocation of a new

GTS through the GTS request command, with GTS characteristics (direction, length,...) set

according to the requirements of the intended application. On receipt of this command, the

PAN coordinator shall send an acknowledgement frame. Following the ack transmission,

the PAN coordinator shall rst check if there is available capacity in the current superframe

based on the remaining length of the CAP and the desired length of the requested GTS.
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The superframe shall have available capacity if the maximum number of GTSs has not

been reached and allocating a GTS of the desired length would not reduce the length of the

CAP to less than aMinCAPLength. The PAN coordinator shall make its decision within

aGTSDescPersistenceTime superframes. On receipt of the ack from the coordinator, the

device shall continue to track the beacons and wait for at most aGTSDescPersistenceTime

superframes. If no GTS decsriptor in the superframe, notify the next upper layer of failure.

When the coordinator determines whether capacity is available for the requested GTS, it

shall generate a GTS descriptor with the requested specications and the short address of the

requested device. It indicates the length and the start of the GTS in the superframe and noties

the next upper layer of the new GTS allocation. If there was not sufcient capacity to allocate

the requested GTS, the start slot shall be set to 0 and the length to the largest GTS length

that can currently be supported. This GTS descriptor shall remain in the beacon frame for

aGTSPersistenceTime superframes. On receipt of the beacon frame, the device shall process

the descriptor and notify the next upper layer of the success. In the same way, a device is

instructed to request the deallocation of an existing GTS through the GTS request command

using the characteristics of the GTS it wishes to deallocate. From this point on, the GTS

to be deallocated shall not be used by the device. Then an ack from the PAN coordinator

to the device. The PAN coordinator then deallocates the request of the GTS characteristics

in the packet matches those in its allocation. The PAN coordinator shall also ensure that

any gaps occurring in the CFP, appearing due to the deallocation of a GTS, are removed

to maximize the length of the CAP. The MLME of the PAN coordinator shall also attempt

to detect when a device has stopped using a GTS using the following rules: For a transmit

frame GTS, the MLME of the PAN coordinator shall assume that the device is no longer

using the GTS if a data frame is not received for at least 2 n superframes. For receive GTSs,

the MLME of the PAN coordinator shall assume that the device is no longer using its GTS

if an acknowledgement frame is not received for at least 2 n superframes. The value of n is

equal to 28macBeaconOrder if 0 macBeaconOrder 8 and 1 if 9 macBeaconOrder 14.

4.8.11 MAC Frame Formats

The general MAC frame format is given in Figure 4.10.Each MAC frame consists of the

following basic components:
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Figure 4.11: Schematic view of the beacon frame.

MHR, which comprises frame control, sequence number, and address information

A MAC payload of variable length, which contains information specic to the frame type.

Acknowledgement frames do not contain a payload.

A MFR, which contains FCS. LR-WPAN denes 4 frame structures: beacon frame (Figure

4.10), data frame (Figure 4.11), acknowledgement frame (Figure 4.13), MAC command

frame (Figure 4.15).MAC SubLayer The general MAC frame format is given in Figure

4.10.Each MAC frame consists of the following basic components:

MHR, which comprises frame control, sequence number, and address information

A MAC payload of variable length, which contains information specic to the frame type.

Acknowledgement frames do not contain a payload.

A MFR, which contains FCS. LR-WPAN denes 4 frame structures: beacon frame (Figure

4.12), data frame (Figure 4.13), acknowledgement frame (Figure 4.13), MAC command

frame (Figure 4.14).MAC SubLayer
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Figure 4.12: Schematic view of data frame.

Figure 4.13: Schematic view of the acknowledgement frame.

105



Figure 4.14: Schematic view of the MAC command frame.

4.9 Conclusion

With the standardization of the MAC and PHY almost complete, the focus is now on the

upper protocol layers and application profiles. The ZigBee Alliance is taking the lead in this

effort, and a first generation of results is expected by late 2002. In parallel, several lead-

ing semiconductor manufacturers are expected to announce the first generation of ICs. The

development of this wireless solution within the standards organization has the advantage

of bringing several views together to define a better solution. The quick development of

the standard was due to the proactive participation of several developers and users of the

technology. The focus of 802.15.4 development was on maintaining simplicity by concen-

trating on the essential requirements that will leverage a successful standard. The standard

is targeting the residential and industrial market. It is expected that the industrial market

will be the first to enable new products with focus on adding value through installation ease.

The residential market will follow, taking advantage of lower cost due to the volume already

driven by the industrial segment. IEEE 802.15.4 has already caught the attention of other

communities, such as IEEE 1451 with a focus in sensor networking. It is expected that sev-
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eral users of proprietary wireless technologies will shift toward the standard solution due

to the expected lower cost and performance improvement. The main goal of this effort has

been to address applications that could benefit from wireless connectivity and enable new

ones that cannot use higher-end wireless technologies. The value will be in the application,

not in the technology. LR-WPAN is thus designed to be an enabler technology. The IEEE

802.15.4 complements other wireless networking technologies by occupying the lower end

of the power consumption and data throughput space.
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CHAPTER 5

CONCLUSION

In computer networking there is a great value of wireless sensor network which consists

of power components, spatially distributed autonomous devices that use sensors which are

interlinked or connected with each other, for performing the same functions collectively

or cooperatively for the sake of checking and balancing the environmental factors. There

may be thousands of sensor nodes in the field. For collecting data, the data traffic flow

is from sensor to another sensor node or from sensor nodes to an access point (AP). By

using various protocols this transmission of traffic is maintained at different layers. There

are many issues related with designing of protocols which must be considered for saving

energy, getting good throughput, minimum delay of transmitting data. Through this paper

we discussed about various types of protocols of network at different layers by describing

their components, design issues, advantages, disadvantages etc.

Then we measure the performance of some of these protocols by using the network simulator

NS2 and describing the reasons of those outputs which we are getting at the graph. In this

chapter we told about various types of MAC protocols, their working principle and usage

of them. But we mainly concerned on the SMAC and a detail descriptio about it is given.

Then we apply simulation to create a environment of wireless sensor network by both using

IEEE802.11 and SMAC and fint out the throughput given by them. After comarising the

output we can say that, though as a power saving protocol SMAC plays a vital role on

MAC layer by reducing idle listening problem, overhean, control packet overhead, hidden

terminal problem but by using this protocol we get lower throughput if no. of nodes is large

and having a huge connection.
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