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ABSTRACT 

 

More than half of the world population lives in Cities, therefore, urbanization has made a 

significant contribution to the global warming. In rapidly rising Mega-Cities results in a 

major change in land use and land cover (LULC) and substantial impact in land surface 

temperature (LST). Abrupt rise of LST has also adversely impacted some of the urban 

phenomenon. The aim was to analyze the pattern of LULC and LST change in Mirpur 

and its surrounding area for the last 30 years using Landsat Satellite images and remote 

sensing indices and develop relationship between LULC types and LST and analyze their 

impact on local warming. Later prediction of LULC and LST change for next 20 years 

was carried out using this analyzed data. Landsat-4 & 5 (TM) and Landsat-8 (OLI) 

images were used to track the relation between the LULC changes and LST from 1989 to 

2019 at an interval of five years. The LULC and LST maps were simulated for the year 

2039 by Cellular Automata based Artificial Neural Network (CA-ANN) algorithm. Two 

environmental indices such as Normalized Difference Vegetation Index (NDVI) and 

Normalized Difference Built-up Index (NDBI) were analyzed to show their 

interrelationship with LST. Findings of relationship among LST and LULC types signify 

that built up area increases LST by replacing natural vegetation with non-evaporating 

surfaces. Increasing trend of average surface temperature has been found and it has been 

rising gradually for last 30 years. For the year 2019 it was found that approximately 86% 

area was converted to built up area so far and 89%  area had LST more than 28°C.  The 

simulation shows that if the present trend continues, 72% of Mirpur area is likely to 

experience temperature close to 32°C in the year 2039. Further, LST showed a strong and 

positive correlation with NDBI and negative correlation with NDVI. The overall accuracy 

for LULC was over 90% where the result of the Kappa coefficient was 0.83 that was 

more than 0.75. The study may help urban planners and environmental engineers to 

understand and recommend effective policy steps and plans for LULC adjustments to 

reduce its consequences.  
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CHAPTER 01: INTRODUCTION 
 

1.1 Background of the Study 

Bangladesh is one of the heavily populated countries in South Asia and, over the past 

century, it has also experienced rapid population growth. The explosion of population 

growth mainly took place in the City areas. It is estimated that, almost all other men, 

women and children will be living in urban areas in future [16].  Study was conducted for 

Mirpur and surrounding area in the context of Dhaka. Being the capital of Bangladesh, 

Dhaka is one of the fastest growing mega-cities of the world [1-3]. Therefore, although it 

is likely that such rapid urbanization in Dhaka has a major impact on land cover changes 

and consequently on the urban micro-climate, little is known about these trends. It is also 

the home of more than 16 million people with a total land area of approximately 304.16 

km2. The population of this city has increased by approximately 11 million in the past 

two decades [2]. Due to this population explosion mainly due to rural-urban migration 

and partially due to natural growth, Dhaka is expanding both vertically and horizontally 

and these expansions have been identified one of the major contributors of LST increase 

[20].  

Urbanization refers to the process of the change of country area to a City area, which is 

the result of population immigration, administrative services, construction of new 

infrastructure, and development of industry and service sector. Over the past few years, 

the LULC change mechanism at national and local level has also drawn the attention of 

researchers. It is reported that LULC's global spatial dynamics also reveal the connection 

between land use change and human activity [4-7]. Some scholars emphasized on the 

effects on LULC changes by urbanization, believing that population growth and 

economic development contributed to urban expansion and the large number of water and 

agricultural land transformations into built-up areas. This transition also affects the local, 

regional and global ecosystem, including habitat quality, green areas and destruction of 

the environment [4, 8-10]. The mechanism of LULC transition is complex as the 

relationship depends on different scales in of natural and socio-economic factors [11-13]. 

The associated factors have an impact on the change in LULC due to the scale effect and 

vulnerability of the land system dynamics and it is therefore vital to understand its 

relation. Meanwhile, accurate prediction for future land use is essentially required in 
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order to avoid unexpected urbanization, which is necessary to plan and manage land use 

[7, 14-16]. 

Human migration to Cities causes urban areas to grow every year and creates rapid 

changes to their ecosystems, biodiversity, natural landscapes and the environment [12]. 

More than 70% of the world's population is anticipated to live in urban areas in the next 

30 years [16-21]. While this development is a sign of economic growth and economic 

stability in the region, it has several short and long-term consequences. Over the last 

decade, geographers, urban planners and climate scientists have been paying considerable 

attention to elevated LST over urban areas [19, 22-26]. Several studies suggest that 

population expansion appears to increase the average LST in urban environment by 2-4°C 

in contrast with rural areas [27-30]. Increased LSTs and Urban Heat Island (UHI) impact 

have been associated with high energy consumption, air pollution, and health issues, 

including the deaths of children and elders from asthma and heat stroke [22, 31-36].  

According to “Bangladesh Delta Plan 2100”, Bangladesh is one of the highly populated 

country in the world. According to 2011 census data, the total population density is about 

1,015 people per square kilometer. According to the recent UN data, approximately 25% 

of Bangladesh’s current population lives in urban areas. Out of this urban population, 

more than half live in the four largest Cities: Dhaka, Chittagong, Khulna and Rajshahi. 

The population density is now believed to have reached around 34,000 people per km2, 

making Dhaka amongst the most densely populated cities in the world. The area under 

rural settlement was estimated 885,637 ha in 1976 occupying 6.1% of the total area of the 

country. The rural settlement area consistently increased over time at a faster rate and 

become 10.0% (1,458,031 ha) in 2000 and 12.1% (1,766,123 ha) in 2010 [37]. 

Examining LULC change in the last few decades has become an increasing concern 

because of biodiversity decreasing, habitat changing and altering the regional and global 

climate patterns and composition [9, 38, 39]. It can be challenging, complicated and 

likely to yield contradictory results to detect and tests changes in LULC through direct 

field visits [5, 24, 25]. Over the past few decades, developments and integration of 

Remote Sensing and Geographic Information System (GIS) technologies have overcome 

most of the constraints and are now powerful methods for assessing, monitoring changes 

in LST and LULCs [6, 40-42]. Even since the early 1970s, the use of remote sensing 

techniques to measure LSTs and investigate the development and spatial distribution of 
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UHIs has been quite successful. Research has identified that massive change of various 

LULC components (water bodies, vegetation and agricultural land) contribute to the 

increase in LST which significantly stimulus the generation of UHI effect [1, 22, 43].  In 

fact, LST is recognized as one of the main factors for urban microclimate warming. A 

number of local issues are closely linked to the LST, such as biophysical hazards (e.g. 

heat stress), air pollution and public health concerns [44-47]. As the rise in surface 

temperature contributes significantly to the deterioration of the ecological balance, it is 

therefore important to obtain LST as a first and primary step and then to model possible 

LST so that policies can be implemented to mitigate the negative environmental impact 

[16, 18, 31, 32, 48, 49].  

As LST is largely dependent on LULC therefore, prediction of LULC for evaluating 

future change in LST is needed. CA -ANN model provides a solid understanding of the 

complexities of the spatial system to evaluate and predict LULC changing pattern.  For 

the purposes of monitoring previous and existing LULC and determining the potential 

impacts of LULC on the city area, this study mainly focuses on predicting future changes 

of LULC and identifies its impacts on future LST. Using a CA-ANN model, the 

simulation of future land cover can be analyzed. The CA- ANN model, together with the 

geographical information system, is widely regarded as the most powerful tool for 

modeling the probabilities of spatiotemporal shift in LULC [56, 57].  

Under these circumstances stated above, the research is primarily planned to investigate 

LULC and LST shifts in the past two decades (1989-2019) through the use of recent and 

historically archived Landsat satellite images in Mirpur and its surrounding area. Also, a 

simulation will be done by using ANN based CA algorithm to predict the future growth 

and surface temperature of the Mirpur and its surrounding area for the year 2039.  

1.2 Objectives of the Study 

Following objectives were set for the study: 

1. To analyze the LULC and LST change in Mirpur and its surrounding area for last 

30 years using Landsat images and employing remote sensing indices. 

2. To develop relationship between change in land cover types and LST and analyze 

the effects of land use change on local warming. 

3. To predict the land use changes and estimates their impacts on LST for next 20 

years. 
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1.3 Scopes of the Study  

Global warming is an underlying environmental consequence which affects the global 

climate adversely all over the world. One of the main reasons for global warming is 

increase of LST due to unplanned urbanization through systematic destruction of the 

greeneries and water bodies. LST increases global average temperature that causes 

melting of north and south polar ices. As a result, sea level rise is common that causes 

flooding of lower region all over the world. This study analyzes urbanization rate by 

analyzing land cover changes and Surface temperature rise from satellite images. The 

analysis tries to make a relationship between these two major changing events using 

current technology for past, present and future eras. Also, environmental indices such as 

NDVI and NDBI that have correlation with LST, are analyzed too. Furthermore, as 

ground monitoring stations are not available all over the world, the study shows an 

alternative technology to monitor and analyze these important indicators for global 

problem. Environmental researchers, civil engineers, policy makers, and other 

governmental and nor-governmental institutions can use the study findings as the study 

evaluates one of the most burning issues in Dhaka city area. LST is related to enormous 

developing sectors such as urban planning, infrastructural development, and extent of 

building development permission and so on. These sectors are extensively related to the 

LST and LULC change study.  

The analyzed data reveals increasing trend of past 30 year’s land cover and LST data 

which can be used for further urban, strategic and policy planning. The LST and LULC 

data are estimated and predicted using Landsat Satellite Images which can be downloaded 

from USGS archive. LSTs are estimated using different LST retrieval techniques using 

Landsat thermal bands from reviewed literatures. Maximum Likelihood Supervised 

Classification and CA-ANN are used to classify LULC and predict the data, respectively. 

Furthermore, the study will introduce a free and cost-effective approach to analyze the 

issues therefore, it can be helpful for young researchers to think outside the box and 

analyze more and more in these sectors.   

1.4 Limitations of the Study 

Despites many benefits of this study, there are some disadvantages regarding this method 

of analysis. The major limitations regarding the study are given as follows.   
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 Due to 30m resolution of Landsat images, classification may not be 100% 

accurate. 

 We could have collect smaller resolution images since satellite images beyond 

1999 were not available. Also budget would not permit to procure those images. 

 Due to time constraint whole Dhaka could not be studied. 

 In summer and monsoon seasons, most of the satellite images are covered by 

clouds. That is why satellite images during winter season were considered only. 

 

1.5 Thesis Structure 

Thesis is structured into following manner: 

 Chapte-1: Introductory chapter. 

 Capter-2: This chapter summarizes the reviewed literature related to history of 

Dhaka City, expansion of Dhaka city, land use types and LULC classification, 

estimation of LST, Prediction methods, rationale for adopting CA-ANN. 

 Capter-3: It gives a comprehensive overview of the Mirpur and surrounding are 

and past and present state of Dhaka City.  

 Capter-4:  This Chapter portrays the comprehensive research methodology. 

Downloaded Landsat images were classified into four broad LULC classes by 

ArcGIS. Method of estimation LST is discussed. Finally, LULC and LST 

prediction methods using CA-ANN for the year of 2039 with the help of 

MOLUSE plug-in QGIS are discussed. 

 Capter-5:  This Chapter sequentially discusses about the analyzed results of the 

classification of LULC and LST and validation of results. Association of LULC 

and LST, relationship among LST, NDBI and NDVI, future prediction of LULC 

and LST and finally validation of predicted result. 

 Capter-6: Conclusions and Recommendations are made at the end 
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CHAPTER 02: REVIEW OF RELATED LITERATURES 
 

2.1 Introduction  

This chapter summarizes the reviewed literatures related to LULC classification, LST 

estimation and LST prediction and their different methods of estimation using satellite 

images. It will also sequentially discuss few methods and related literatures of LST 

estimation and process of estimating some environmental indices related to LST. Finally, 

some prediction procedures of LST and LULC including CA-ANN method will be 

discussed.   

2.2 Historical Background of Dhaka City 

Dhaka first emerged as a thriving city during the Mughal period. Making Dhaka the 

capital of Bengal was the catalyst for its rapid growth. Even though Dhaka was already a 

budding city during Afghan rule, it truly came into its own during the Mughals period. 

Dhaka became an important metropolitan, attracting traders and dignitaries from all over 

the world. The area known today as ‘Puran Dhaka’ was the focal point then [12]. It was 

also during the British rule that the Dacca Municipality was established. Also, a 

‘Committee for improvement of Dacca’ was established to organize better and develop 

the city.  As a result of both, the inner city saw widespread rebuilding activities of houses 

and roads. However, this development of Dhaka was mostly unplanned [43]. The rising 

population and the ever-increasing demand led to the formation of several new residential 

areas in Dhaka. Elites of the city began building houses in Dhanmondi, and it became the 

most valuable real estate for residence. Development of Dhaka, particularly Mirpur road 

and the highlands around it helped the government create the first planned residential area 

in Mohammadpur. Creation of several satellite towns quickly followed this. Gulshan 

Model Town was the first one; Banani, Uttara and Baridhara Model Town came after 

them. They were designed to accommodate middle-class citizens of Dhaka [62]. 

2.3 Expansion of Dhaka City  

Dhaka experienced a massive boom after the country gained independence, both in terms 

of area and population. DIT was re-christened as RAJUK, and many urbanization projects 

took place under its banners [43]. The expansion of Dhaka continued with the filling up 

of swamp and marshland to satisfy the growing demand for housing. It largely followed 

plans left by the Mughals. Private land developmental projects began to play a major role 



9 

in the creation of residential areas for the city. Areas such as Malibagh, Banasree, 

Rampura, and Mirpur began to take shape as promising places to live in Dhaka. Most of 

the growth of Dhaka was organic in nature, and very little intervention from the 

government took place. The rapid growth of Dhaka has propelled the metropolitan to the 

ranks of a megacity. It is now the 11th largest megacity in the world [12]. High-rise 

buildings have become necessary to accommodate the vast population of Dhaka. Most of 

the citizens, however, are migrates to the city. According to Power and Participation 

Research Centre (PPRC), only 21% of residents in urban Dhaka were born here [17]. As 

such, urbanization of Dhaka is moving at an accelerated pace. The expansion of Dhaka is 

now focused eastward, and a host of new development projects are taking place in areas 

such as Purbachal and Uttar Khan. These areas and others will be the frontier for a more 

global Dhaka. The core city only comprises 30% of the entire greater Dhaka. This eastern 

push is in line with the decentralization of Dhaka and expanding the reach of the core city 

[12]. 

2.4 Land Use types and LULC Classification  

Land cover change is defined as the loss of natural areas, particularly loss of forests to 

urban development [2, 58-61]. Urbanization creates pressure in cities and brings changes 

in ecosystems, biodiversity, landscape and environment [12, 43, 62]. Although 

urbanization is a sign of economic development and prosperity, it also creates short and 

long-term negative consequences in cities [18, 27]. Changes in LULC scenario and 

increase in the city's LST are the main long-term consequences [27, 63]. There are several 

published reviews of raster imagery-based on two dates change detection methods on the 

use of remotely sensed data or pre-existing map datasets from remotely sensed data [5, 6, 

20, 36, 46, 60, 64-66]. These methods include: (1) image rationing (2) image differencing 

(3) Principal Components Analysis (PCA) (4) multi-date classification (5) Change Vector 

Analysis (CVA) (6) post classification comparison. The choice of method can depend on 

such factors as the input data used for deriving the change map dataset and the kind of 

change map (e.g., general forest change or more specific LULC change). Excluding the 

post-classification method, most change detection mapping methods require that remotely 

sensed imagery from two or more dates as input to a data processing workflow in order to 

derive a change map [4, 9, 67-70]. Identification of LULC transitions is an effective 

approach to address the problems regarding unregulated urbanization and environmental 

degradation [71-73]. Besides, to ensure proper management and sustainable distribution 
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of environmental resources, a detailed analysis of the evolving trend of LULC change is 

essential, which can be achieved through the implementation of Remote Sensing (RS) 

techniques [74-77]. RS techniques facilitate modeling of the upcoming LULC change 

pattern and helps to develop an understanding of the continuous LULC transitions [78]. It 

further helps to analyze and develop the land management regulations. Different 

topographical features such as demographic information, past pattern of LULC transition, 

positions of various facilities, etc. are considered to model the possible location of the 

LULC transition. The change in LULC subsequently increase the LST and urban heat 

island (UHI) formation which have been directly linked with high energy consumption, 

air pollution, and human health risks, such as high blood pressure, asthma and heat-stroke 

related deaths for both elders and children [33, 79, 80]. The systematic implementation of 

mitigation approaches for LULC and LST is, therefore, a crucial political priority for 

minimizing urban warming and improving living environments, public health and 

community well-being. 

2.5 Estimation of LST  

Researchers have analyzed the LST characteristics (per LULC categories) in different 

urban settings using the different thermal infrared sensors available that can collect data 

at different spatial resolutions [52, 81-83]. Xiao et al. (2008) assessed Landsat TM sensor 

LSTs and calculated their statistical relationships for Beijing City with several 

biophysical and demographic variables [84]. Li et al. (2012) have noted that in Beijing, 

the similarities between the Spatio-temporal patterns in LSTs obtained from the Landsat 

TM sensor and the green spaces configuration (classified as SPOT imagery) [85]. By 

capturing and comparing LSTs from the AVHRR sensor with land coverage identified 

from SPOT-HRV data, Dousset and Gourmelon in 2003 analyzed the relationships 

between different land cover and LSTs in Los Angeles and Paris metropolises [86].  

Recently, in the border cities of Calcutta (India) and Khulna (Bangladesh), Chaudhuri and 

Mishra (2016) compared the LSTs (from Landsat data) between different types of land 

coverage [68]. Ahmed et al. (2012) have calculated the LSTs and the decadal shifts in the 

metropolitan area of Dhaka and Khulna from Landsat sensors for the first time in 

Bangladesh [14, 53]. They simulated the future growth of the city and LSTs of the built-

up areas for 2029 [33]. Kafy et al. (2020) identified the impact of LULC change on LST 

by modelling approach using ANN and MLP-MC method in Rajshahi City [60]. 
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Among the cities of the Middle East, El Abidine et al. (2014) modelled the heat waves by 

analyzing the interactions between LST and the differences in the LULC groups in Qatar 

[26]. Rasul et al. (2015) have carried out a similar study using Landsat 8 data to compare 

LSTs in different LULC groups in the northern Iraqi city of Erbil in northern Kurdistan 

[55]. Lazzarini et al. (2013) combined data from MODIS, ASTER, and Landsat ETM+ 

and formed a relationship between LST, NDVI, and UHI surface at the city and district 

level for the city of Abu Dhabi, UAE [87]. For the Kingdom of Bahrain, a mixture of 

Landsat images, statistics and weather station information was used by Radhi and 

Sharples in 2013 to investigate spatial trends and their impacts in the formulation of UHIs 

over the past decades [88]. Scientists have used the National Oceanic and Atmospheric 

Administration (NOAA) data in the recent past to extract LST and therefore to calculate 

UHI for national scale studies [89, 90]. Nonetheless, thermal infrared (TIR) data from 

Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper Plus (ETM+) have 

often been used in smaller-scale experiments in recent years [45, 91, 92]. Some studies 

used mixed types of images. For example, in order to extract UHI strength in Hong Kong 

city, Liu and Zhang (2011) analyzed Landsat TM and ASTER images [93]. The following 

steps and algorithms were selected for LST classification: 

a. Top of Atmospheric Spectral Radiance: Top of Atmospheric Spectral Radiance 

(TOA) was retrieved by using following equation 4.1 [93]. 

𝐿ఒ =  𝑀௅ × 𝑄௖௔௟ + 𝐴௅         ---------------------------------- (2.5.1) 

Where 𝑀௅ was represented as the band-specific multiplicative rescaling factor, 𝑄௖௔௟ was 

the Band 10, 𝐴௅is the band-specific additive rescaling factor.  

b. Sensor Brightness Temperature Estimation (𝑻𝒊): First and foremost, conversion 

from the spectral radiance of thermal infrared band to active radiance sensor brightness 

temperature was calculated by equation 4.2 [16, 22, 93, 94].  

𝑇௜ =
௄మ

୪୬൬
ೖభ
ಽഊ

ାଵ൰
   -------------------------------------------- (2.5.2) 

Here, K1 and K2 are the calibration constant K1 in W/(m2.sr. 𝜇m) and K2, in kelvin, 

respectively. The value of K1 and K2 for Landsat 4-5 and Landsat 8 are given as 

following table 4.3 [93].  

Table 2.1: Landsat Thermal Bands Calibration Constants 
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Constant  Unit K1: W/(m2.sr. μm) Unit K2: Kelvin 

Landsat 4-5 TM 607.76 1260.56 

Landsat8 TIRS (band 10) 774.8853 1321.0789 

Landsat8 TIRS (band 11) 480.8883 1201.1442 

 

c. Retrieving LST: The thermal infrared band measures Top of Atmosphere (TOA) 

radiance. Meanwhile, atmospheric effects such as upward emission and downward 

irradiance reelection from the surface should be corrected to obtain accurate land surface 

brightness temperature.  Calculation of land surface spectral emissivity (Ɛ) is a way for 

the above correction. Meanwhile, there are some factors such as water content, chemical 

composition, structure and roughness which control the surface emissivity [26]. Many 

researchers described that surface emissivity is closely related to NDVI and therefore the 

emissivity can be estimated by using NDVI [33]. 

NDVI can be calculated the values of reflectance of the Visible and Near Infrared bands 

using the following equation 4.3 [33]. 

NDVI =
୆ొ౅౎ି୆౎ుీ

୆ొ౅౎ା୆౎ుీ
   ----------------------------------- (2.5.3) 

Where, BNIR, BRED were the pixel values of near-infrared and red bands. Using the NDVI 

value the Proportion of Vegetation (Pv) can be calculated to measure land surface 

emissivity (Ɛ) by using equation 4.4 [93].  

𝑃௩ = ቀ
ே஽௏ூିே஽௏ூ೘೔೙

ே஽௏ூି ே஽௏ூ೘ೌೣ
ቁ

ଶ

 --------------------------- (2.5.4) 

Using Pv, land surface emissivity (Ɛ) can be measured by following equation 4.5 [95, 96]. 

𝜀 = 0.004 × 𝑃௩ + 0.986  --------------------- (2.5.5) 

The land surface temperatures corrected for spectral emissivity (Ɛ) was computed by the 

following equation 4.6 [20, 68, 97, 98].   

𝐿𝑆𝑇 =
்೔

ଵାቀఒ×
೅೔
ഐ

ቁ×୪୬(ఌ)
 ------------------------------- (2.5.6) 

Here, LST represents land surface temperature, 𝑇௜ was the sensors brightness temperature. 

The emitted radiance’s wavelength was indicated as 𝜆 and Ɛ indicates the land surface 

spectral emissivity.     
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In addition, 

𝜌 = ℎ
௖

ఙ
   ---------------------------- (2.5.7) 

Here, the value of 𝜌 is 1.438×10-2 mk. Where h indicates Plank’s constant which is equal 

to 6.626×10-34 Js, c indicates the velocity of light, which is equal to 2.998×108
 ms-2 and 𝜎 

is the Boltzmann constant (5.67×10-8 Wm2k-4 = 1.38 ×10-23 JK-1) [26].  

for the validation of LST temperature data of Bangladesh Meteorological Department 

located at Agargaon, Dhaka to be used [29]. . 

2.6 Relationships between LST and Environmental Indices  

Using Landsat TM data collected from Twin Cities, Minnesota, Yuan and Bauer, an 

analysis was established about the relationships between LSTs, the uniform vegetation 

difference index (NDVI) and the percentage of impermeable surface area (ISA) [99]. In 

order to investigate the associations between land cover changes and LST, different types 

of land cover indices were also created [46, 99]. Among the different indices, studies 

found a strong association between the normalized difference vegetation index (NDVI), 

normalized difference built-up index (NDBI), normalized difference water index 

(NDWI), and normalized difference bareness index (NDBaI) with LST [22, 100, 101]. 

Worldwide, NDVI is used to evaluate plant abundance, measure drought, monitor and 

forecast agricultural production, assist in forecasting dangerous fire areas, and model 

desert invasion [99, 102]. NDVI creates a single-band dataset that reflects predominantly 

healthy biomass. This index value is between −1.0 and 1.0, where any negative values are 

produced primarily from clouds water and snow, while values close to zero are created 

primarily from rock and bare soil Rather small NDVI levels (0.1 and below) are similar to 

desolate fields of farmland, gravel, sand or snow [103, 104]. Moderate values reflect 

parks, shrubs and grasslands (0.2 to 0.3), while high values display temperate and tropical 

rainforests (0.6 to 0.8) [103, 104]. NDWI means vegetation water content and vegetation 

water condition [105, 106]. NDBI is responsive to the environment being built up. 

Previously, it has been used as a proxy for the magnitude of built-up areas [106]. Similar 

barren fields are listed by NDBaI [107]. Such indexes are used by setting the correct 

threshold values to distinguish different types of land cover [11].  

The LST-NDVI interaction was extensively documented in the literature [108]. The urban 

thermal climate is correlated with a decline in vegetation coverage [97]. Relationship of 
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LST is quite strong in nature as NDBI is a sensitive indicator to monitor and isolate built-

up areas. LST is extreme where commercial and industrial land uses are located in 

Toronto, i.e., correlation exists between NDBI and LST [109]. NDWI and NDBaI are 

being studied to assess water content in vegetation and soil bareness which are also 

responsive with LST [107, 109]. The LST level is directly related to the level of 

urbanization, patterns of land use and intensity of development [43]. LST is linked to land 

use/cover transition patterns such as the configuration of the built-up area, vegetation and 

water bodies [107]. 

2.7 Prediction Methods 

An urban area is a dynamic system which is a complex configuration. A City's 

development depends on various driving factors such as financial, economic, 

socioeconomic, political, spatial, cultural, and other phenomena [8, 62, 110]. Over the 

years, numerous methods have been developed to help forecasting improvements in urban 

growth and land use. Some of the prominent packages are Geomod [111], SLEUTH 

[112], Land Use Scanner [113], Environment Explorer [114], SAMBA [115], Land 

Transformation Model and CLUE [116], among others. Again, these techniques use a 

number of methods to model shifts in ground cover such as Markov Chain [117], Cellular 

Automata [56], Logistic Regression [118], and Artificial Neural Network (ANN) [50]. 

Numerous studies have used a CA model to analyze the simulation of land-use change 

patterns. There are many researchers who gave a descriptive and methodological 

overview of CA-ANN algorithm. They successfully predict LULC for the future and 

recommended CA-ANN method for simulation. The accuracy of CA-ANN was 

satisfactory as well. Moreover, Parsa et al. (2016) successfully used the CA-Markov 

model in the Arasbaran Biosphere Reserve-Iran to predict the future LULC, which will 

serve land-use planners and policymakers to make suitable decisions about future land 

use challenges [119]. They found out that the use of a CA-Markov model can be useful in 

the design of land use policies and can also be used as an early warning system. 

Additionally, Ozturk (2015) provided a comparison between the CA-Markov chain and 

the multi-layer Perceptron-Markov chain (MLP-MC) models to predict future LULC 

transition in Turkey's Atakum, Samsun urban growth simulation [120]. The MLP-MC 

model gave superior results for projected simulation of scenarios than the CA-Markov 

model, according to the Authors. Regmi et al., (2014) on the other side, linked CA-

Markov and GEOMOD models to examine and model the dynamics of LULC in Nepal's 
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Phewa lake watershed [121]. They observed that in forecasting potential LULC scenario, 

CA-Markov chains were quite successful as an organizational model. In these models, 

multiple driving factors were used, such as infrastructure and socio-economic drivers 

(road network & human settlement) and Digital Elevation Model (DEM driven slope) 

terrain physical drivers. The results show that the driver forces influenced watershed 

LULC's spatial structure. 

2.8 Adaptation of CA-ANN 

Artificial neural networks (ANN), the branch of artificial intelligence, date back to the 

1940s, when McCulloch and Pitts developed the first neural model [22, 50]. Since then 

the wide interest in ANN, both among researchers and in areas of various applications, 

has resulted in more-powerful networks, better training algorithms and improved 

hardware. The basic problem solved by ANN is the inductive acquisition of concepts 

from examples. ANN is biologically inspired computer programmes designed to simulate 

the way in which the human brain processes information [48, 52, 122]. ANN gathers 

knowledge by detecting the patterns and relationships in data and learns through 

experience, not from programming, and there lies the basic difference between ANN and 

other classical computer programmes. Another significant difference between ANN and 

other computer programmes is that the algorithms used for data analysis are flexible [22, 

50]. They can be changed anytime during the progress of analysis. The distinctive feature 

of ANN is their ability to deal effectively with multidimensional problems, including 

several thousands of features. An ANN is formed from hundreds of single units, i.e. 

artificial neurons or processing elements, connected with coefficients (weights), which 

constitute the neural structure and are organized in layers. The ability of neural 

computations comes from connecting neurons in a network. The better the neurons are 

connected in networks, the better is the prediction as output. The activity of a neural 

network is determined by transfer functions of its neurons, by the learning rule, and by 

the architecture itself [123, 124]. ANN is made of three layers namely input layer, output 

layer, and hidden layer/s [52, 125-127]. There must be a connection from the nodes in the 

input layer with the nodes in the hidden layer and from each hidden layer node with the 

nodes of the output layer. The input layer takes the data from the network [50, 52, 125]. 

The hidden layer receives the raw information from the input layer and processes them. 

Then, the obtained value is sent to the output layer which will also process the 

information from the hidden layer and give the output. The interconnection of the nodes 
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between the layers can be divided into two basic classes, namely the feed forward neural 

network and recurrent neural network. In the feed forward ANN, the information 

movement from inputs to outputs is only in one direction. On the other hand, in the 

recurrent ANN, some of the information moves in the opposite direction as well 

Achievement of successful result from ANN studies depends on minimization of 

prediction error by optimization of inter unit connections during training [50, 52, 123, 

127]. By doing so as trial and error, the network reaches the specified level of accuracy. 

Once the network is trained with minimum prediction error and tested, it may be used 

with new input information to predict the output. The information in ANN is encoded in 

the strength of the network's ‘synaptic’ connections [22, 48, 122-124]. Latest studies on 

ANN are mainly centered on designing new network types by changing transfer 

connection of neurons, by changing learning rule, and by initiating new connection 

formula [50, 123, 124, 126]. The CA model was used for the simulation of future LULC 

changes using MOLUSCE plugin in open-source QGIS 3.1 software. The CA model 

encompasses both static and dynamic aspects of LULC transformation at a high degree of 

precision [20, 56, 60, 128, 129]. 

. A number of studies, applied different integrated modeling approach to identify the 

relationship between LULC and LST [14, 18, 23, 33, 42, 53, 54]. Mishra et al. (2018) 

recently assessed and compared the application of the Stochastic Markov chain (ST-MC), 

CA and MLP-MC models to observe, simulate and predict future LULC scenarios in the 

district of Varanasi, India [54]. Rahman, Aldosary and Mortoja (2019) used Landsat 

imageries and CA model to investigate the effects of LULC changes on LST for the Saudi 

Arabia Eastern Coastal City of Dammam [16]. Maduako, Yun and Patrick (2016) 

simulate and predict future LST trend in Ikom city of Nigeria using the ANN method 

[22]. For, Bangladesh, Ahmed et al. (2013) first calculated decadal shifts of LULC and 

LST from Landsat sensors in Dhaka metropolitan area. Eventually, they modeled the 

city's growth and simulated the built-up area LST for 2029 [33]. Islam and Ahmad (2011) 

also evaluate and predict the LULC change using MLP-MC techniques in Dhaka City 

[41]. Zine El Abidine et al. (2014) model urban heat waves in Middle Eastern cities 

(Qatar) by establishing correlations between LST and LULC categories [26]. Rasul et 

al.(2015) also focused on a parallel study using Landsat 8 data to compare LST with 

various LULC categories in the Iraqi city of Erbil [55]. 
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2.9 Field Verification Techniques of LULC    

Overall accuracy, producer accuracy, user accuracy and the Kappa coefficients are the 

part of the accuracy parameters. The overall accuracy is calculated by dividing in the 

error matrix with the total corrected number of samples (equation 5.1). Traditionally, the 

'producer's accuracy' is referred to as the division of the total number of the correct 

sample units within a category by the total number of sample units in that category 

(equation 5.2). This measure of accuracy concerns the possibility to correctly identify a 

reference sample unit and is a true measure of omission error. On the other hand, the total 

number of correct category sample units is divided into that category on a map (e.g., the 

total number of row sample units), then this result is a commission error measure. This 

measure is called "user's accuracy" or reliability and indicates the probability that a 

sample unit identified in the map is in reality in the ground (equation 5.3). After 

calculating all the accuracy parameters, the Kappa coefficient was measured by following 

equation 5.4 [69, 130-132].  

𝑂𝑣𝑒𝑟𝑎𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௖௢௥௥௘௖௧௘ௗ ௖௟௔௦௦௜௙௜௘ௗ ௣௜௫௘௟௫ (ௗ௜௔௚௢௡௔௟)

௧௢௔௟ ௡௨௠௕௘௥ ௢௙ ௥௘௙௘௥௘௡௖௘ ௣௜௫௘௟௦ 
∗ 100 --- (2.9.1) 

 

𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑟  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
 ௡௨௠௕௘௥ ௢௙ ௖௢௥௥௘௖௧௟௬ ௖௟௔௦௦௜௙௜௘ௗ ௣௜௫௘௟௫௦ ௜௡ ௘௔௖௛ ௖௔௧௔௚௢௥௬ (ௗ௜௔௚௢௡௔௟)

௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௥௘௙௘௥௘௡௖௘ ௣௜௫௘௟௦ ௜௡ ௘௔௖௛ ௖௔௧௔௚௢௥௬ (௖௢௟௨௠௡ ௧௢௧௔௟)
∗

100 ------ (2.9.2) 

 

𝑈𝑠𝑒𝑟  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
 ௡௨௠௕௘௥ ௢௙ ௖௢௥௥௘௖௧௟௬ ௖௟௔௦௦௜௙௜௘ௗ ௣௜௫௘௟௫௦ ௜௡ ௘௔௖௛ ௖௔௧௔௚௢௥௬ (ௗ௜௔௚௢௡௔௟)

௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௥௘௙௘௥௘௡௖௘ ௣௜௫௘௟௦ ௜௡ ௘௔௖௛ ௖௔௧௔௚௢௥௬ (௥௢௪ ௧௢௧௔௟)
∗ 100 ---

------------ (2.9..3) 

𝐾𝑎𝑝𝑝𝑎 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝑇) =

 
 ்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௌ௔௠௣௟௘∗்௢௧௔௟ ே௨௠௕௘௥ ௢௙ ஼௢௥௥௘௖௧௘ௗ ௌ௔௠௣௟௘ି ⅀(௖௢௟.௧௢௧∗௥௢௪ ௧௢௧)

(்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௌ௔௠௣௟௘)^ଶି⅀(௖௢௟.௧௢௧∗௥௢௪ ௧௢௧)
∗ 100 ----- (2.9.4) 

 

2.10 Summary 

On the basis of above review in order to address the objectives of the study the following 

techniques to be adopted:  Firstly, LULC classification will be done through Landsat 

imageries for its easily accessibility and moderate resolution. Secondly, the LST will be 
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estimated using the Landsat imageries also. The equations for retrieving LST will be 

taken from related literatures. Thirdly, presently many literatures are available in which 

only prediction of LULC has been done by some prediction algorithms. Simulation of 

LST using prediction algorithm is new and very few literatures are available in internet. 

Therefore, prediction of LST will be challenging for this study. In addition, both LULC 

and LST will be predicted using CA-ANN algorithm in this study. Finally, validation of 

all the generated data will be done using ground observation data, Kappa coefficient and 

other related methods.  
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CHAPTER 03: STUDY AREA PROFILE 
 

3.1 Introduction 

A comprehensive overview of the study area will be discussed here in this chapter. 

Mainly study area profile including geographical location, brief discussion of Dhaka city, 

existing condition of study area, visited area in the field will be highlighted here.  

3.2 Location of the Study Area 

“Dhaka City” is popularly known as “Dhaka Metropolitan Area (DMP)”, which is located 

almost at the geographical center of Bangladesh at 23°43′0″ North latitude and 90°24′0″ 

East longitude (Figure 3.1), on the eastern bank of the Buriganga River [33]. DMP covers 

a total area of 306.04 km2 [53]. 

 

Figure 3.1: Location of DMP (a) Bangladesh, (b) Dhaka District and (c) Dhaka 
Metropolitan Area (DMP) 
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There are some old images are shown in figure 3.2 to have an idea the past condition of 

Dhaka city. The Buriganga river was very lively in old days and the surrounding areas 

were also non-urbanized (Figure 3.2).  

  

Figure 3.2: Glimpse of Old Dhaka City [Ahmed et al, 2013] 

Mirpur and its surrounding area faced tremendous change in LULC and LST for last 30 

years. Therefore, Mirpur and its surrounding area has been selected for the main study 

area of this analysis.  

Geographic location of the study area is located between 90°21'42.195"E to 

90°21'27.465"E and 23°50'55.249"N to 23°44'46.334"N. The study area is total 48.834 

km2. The area of interest is situated in DMP area. Eight (8) Thana boundaries such as 

Mirpur, Adabor, Mohammadpur, Pallabi, Darus Salam, Shah Ali, Kafrul and Sher-e- 

Bangla Nagar cover the study region. The Figure 3.2 shows the location of the study area 

(Figure 3.3). 
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Figure 3.3: Location of the Study Area 

3.3 Existing Scenario of the Study Area 

3.3.1 Gradual Expansion of Dhaka City 

Since its establishment, Dhaka has grown mostly without adequate planning 

interventions; substantially organic in nature. The patterns of areal expansion and the 

urban form of Dhaka have been largely dominated by the physical configuration of the 

landscape in and around the city, particularly the river system and the height of land in 

relation to flood level. There are two dominant general patterns in the historical evolution 
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of urban old Dhaka or the historic core, and new Dhaka or northern expansion. The latter 

is actually post-colonial development, an effect of modernization, still spontaneous and 

organic in the nature. Besides these two dominant factors, five distinct and mutually 

exclusive spatial patterns are found simultaneously existing in an explicit composition. 

Dhaka reached its present status through a series of dynamic changes it underwent during 

different phases of history. The phases and consequent changes over the years have 

shaped Dhaka to its present structure. The growth of Dhaka from 1949 to 1989 largely 

followed the limits determined by the Mughals (i.e. towards north up to Tongi, up to 

Mirpur in north-west, up to Postagola in south- east). The growth of modern Dhaka 

reached its apex just after the liberation war. The growth caused many low lands filled up 

owing to scarcity of land and consequent rise in its price. All the low lying areas on the 

eastern and western side came under occupation. In the course of time, land use pattern 

was 

Dhaka city is exponentially growing; specially after 1971 it became the capital of the 

independent Bangladesh. The key factors of urban population growth are (1) unequal 

infrastructure and national strategies, environmental threats and lack of opportunities for 

jobs in rural areas (2) the geographical expansion of current urban areas and a reform of 

the concept of metropolitan areas (3) the rural to metropolitan migration, (4) the rapid 

development of native city’s (5) the geographical expansion of new towns, and (6) rural 

to urban migration. Owing both to the pull factors and the push factors in Bangladesh 

between 1974 [133, 134]. Bangladesh saw a rise in urban population growth of 10.03%. 

Those are job prospects, higher salaries and profits, improved working standards, 

educational opportunities, means of travel, relatively better social welfare, etc. To the 

benefit of the pull effects, they are Poverty and lack of employment in rural areas is, on 

the other hand, motivating forces. There are no higher education institutions; there are 

also natural disasters such as cyclones, flooding, river erosion, etc. Migration is thus the 

key driver of rapid growth (up to 70 percent) in the city of Dhaka  among urban 

populations [6, 41]. World Bank (2007) has shown that new migrants (about 300,000-

4000, 000) come to Dhaka City in past years [135]. 

3.3.2 Present Condition of the Study Area 

Mirpur and its surrounding area is one of the most growing part of Dhaka city. Past 30 

years, this area faced enormous changes both in physically and environmentally. Dhaka 

city mainly gown up beside the Buriganga River but the extent of expansion is gradually 
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increasing in the northern part along with the river. Loss of water bodies, vegetation lands 

are the common scenario in this area except National Zoo and Botanical garden. To 

conduct this research, regular field visit has been done to evaluate the present and past 

condition of the study area. Field visits were also conducted for validation purposes.  

Analyzing past urbanization trends, some hotspots were selected where LULC were 

changed mostly. Hotspots were selected by analyzing the Google Earth Images and 

secondary data from internet. The places which went under large LULC changes have 

been selected as hotspots for field visit. The hotspots for field visit are shown in Figure 

3.4. Riverside lands were considered minimally as hotspots because of existence of water 

bodies. Most of the water bodies were occupied by several developing purposes such as 

sand filling for urbanization, direct urbanization and slum development and so on.  

 

 

Figure 3.5: Ancient View of Dhaka City (Hart & Sailor, 2009) 
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Figure 3.4: Selected Hotspot Locations for Field Visit 

The main purpose of field visit was to conduct a focus group discussion with 5-10 local 

respondents to know the past and present condition of that region. Eight focus group 

discussion with 5-10 local respondents were generated in eight different places to know 

the past trend of urbanization in their local areas. As the local respondents are the active 

witnesses for these changes, therefore, talking with them, the Author evaluated how and 

what extent the changes was occurred in that particular area. The sequential information 
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which were come from focus group discussion are presented below with necessary 

Figures.   

Bosila Area is situated near to the Buriganga River. In past, the area was covered by 

water, agricultural lands and greeneries and so on. But now the place is gradually 

becoming an urban hub. According to local respondent, development of residential 

buildings, local bazars, shops, showrooms are now a common phenomenon here. They 

added that it was a beautiful before and full of water, fish, canals, agricultural lands 

available all around in the past. There was a big canal in this area which disappeared 

almost nearly 15 years ago. The place was a village before. The area was started to 

urbanized from 90’s and still it is going on (Figure 3.5).  

Figure 3.5: Existing condition of Bosila Area, Mohammadpur 

Kedarabad Housing is a residential hub of Mohammadpur Area which is being under 

development in. The area was covered under water body and agricultural land till past 5-

10 years. Though 40 years ago, the area was declared as City Corporation Area but the 

area was a village for the long time. The area was started developing from 5-10 years 

earlier. Developing of residential building is rapid here, but most importantly, the 

developers do not follow the basic Bangladesh National Building Code (BNBC). 

Therefore, they built the houses by not maintaining minimum spaces between the 

building (Figure 3.6).    

Japan City Garden is a modern residential hub which was developed recently. It has high 

quality of living facilities where people very eager want to live. The area is infested with 

several high rise buildings those are the residences of large number of people (Figure 

3.7). Hence, some greenery can be seen here but the area was not urbanized before. The 
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area had a lot of greeneries which provided cold weathers, shadows, oxygen, shelter for 

species and so one. 

  

Figure 3.6: Existing Condition of Kedarabad Housing, Mohammadpur 

  

Figure 3.7: Existing Condition of Japan City Garden, Mohammadpur 

Baytul Amal Housing, Adabor is highly urbanized residential and commercial area. 

Earlier it was known as a place for fish cultivation and crop production (Figure 3.8) area. 

In the high elevated land, rice and several crops used to be grown there. The area is 

situated near a water canal. In the low lying areas, fish cultivation was very popular just 

besides the canal in earlier time. Now the canal is nearly dead. Household and 

commercial wastes are thrown into the canal. Also, the canal had lost its shape and turned 

into narrower one. Local peoples informed that present temperature is much higher than 

earlier. 
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A natural water canal is existed in the Darus Salam Area, but the canal seems to be dead 

due to household and commercial waste. A huge slum area was grown beside the canal to 

support excessive livelihood. The household and living condition for the slum area is 

unhygienic (Figure 3.9).    

Figure 3.8: Existing Condition of Adabor (left) and Darus Salam (Right) 

Ranikhola Bazar is situated near National Zoo and Botanical Garden. The area was not 

much urbanized before. The place was full of watrer features specially ponds in the past. 

Local respondents told that the overall land use change of this area is slower than others 

places. The temporal condition of this area is comparatively lower because of the zoo and 

Botanical garden. Many respondents also added that the area will be urbanized in near 

future to meet the increasing demand (Figure 3.9).  

  

Figure 3.9: Existing Condition of Ranikhola Bazar, Shah Ali 

Eastern Housing is situated at the eastern portion of Mirpur area. The area is under a 

housing project and it is developing rapidly for the past few years. Earlier it was a rural 

area with full of water bodies, agricultural lands and grass land. The area used to go under 

water during rainy season. The area has undergone development work since 1996. 
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The existing condition of this area is destructive. All the cultivated lands are gone. 

Meanwhile, the water canal had lost its shape by getting narrower than previous. Most of 

the land are used for housing purposes (Figure 3.10).   

Figure 3.10: Existing Condition of Eastern Housing, Mirpur 

Pallabi, is an important place for Dhaka city which is known as modern high raised 

developed area. A lot of high raised buildings are developing from the past few years. 

The area was near the Mirpur Cantonment and most of the construction buildings are 

done under the supervision of Bangladesh Army. Due to rapid urbanization, all greeneries 

are gone forever. Impervious surfaces are everywhere which increases surface 

temperature (Figure 3.11).  

The field visits were conducted to evaluate the present condition of the study area and to 

learn previous condition too by talking to the local inhabitants. Most of the respondent 

informed that due to rapid and unplanned urbanization they are feeling the negative 

impact on the local environment. They also mentioned that average temperature is 

increasing every day. Now it is getting intolerable during summer. Because of 

deforestation and loss of water bodies, they feel lack of cold air flow and they agreed that 

unlike economic benefit, they are missing the old condition of Dhaka city where they 

have grown up.  
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Figure 3.11: Existing Condition of Pallabi 
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CHAPTER 04: RESEARCH METHODOLOGY 

 

4.1 Introduction 

This Chapter portrays the comprehensive research methodology. The obtained Landsat 

images were classified into four broad LULC classes by ArcGIS. Method of estimation 

LST is discussed. Finally, LULC and LST prediction methods using CA-ANN for the 

year of 2039 with the help of MOLUSE plug-in QGIS are discussed.  

4.2 Data Collection 

The overall methodology of the study was mainly based on satellite images. Satellite 

images cover larger area with significant spectral bands which could be used for several 

environmental analysis. On the other hand, satellite image also can provide previous data 

which is significant for past to present and future trend analysis [85].  

Presently different satellite images are available. These are unique by different spatial, 

spectral, temporal and radiometric resolution. A list of prominent presently available 

satellite images are shown in  Table 4.1 [86].  

Table 4.1: List of Presently Available Satellite Images  

 

Not all satellite images are freely available and also all satellite images do not provide 

past 20-30 years data. Santinel-2 image is freely available and gives 10-20 m spatial 

resolution, but it does not provide past 30 years data. On the other hand, Landsat image 

has moderate spatial resolution which is 30 m but it provides past 30 years or beyond that 
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data. Therefore, the researcher used Landsat images that can provide a smart spatial 

resolution and also past 30 years data.  

Landsat data can be collected at free of cost. The data can be collected from the USGS 

website. Therefore, the Authors show interest to analyze the LULC as well LST, NDBI 

and NDVI using Landsat data series. Before 2013, Landsat TM 4-5 data and after that 

Landsat OLI 8 data are used for the study. All the Landsat images were taken in the 

month of November because of the availability of low cloud cover and better visibility.  

Images and also the dates of acquisition are shown in Table 4.1.1 [68].  

Table 4.2: Date of Collection and Specification 

Satellite 
data 

Date of 
Acquisition  

Sensor Band No. Spectral range 
(Wavelength 𝜇m) 

Spatial 
Resolution (m) 

Landsat 4-5 November 
04, 1989 
November 
18, 1994; 
November 
16, 1999; 
November 
13, 2004; 
November 
11, 2009;  

TM 1 0.45–0.52 30 
2 0.52–0.60 30 
3 0.63–0.69 30 
4 0.76–0.90 30 
5 1.55–1.75 30 
6 10.40 –12.50 120 resampled 

to 30 
7 2.08 – 2.35 30 

Landsat 8 November 
25, 2014; 
November 
23, 2019 

OLI 1 0.43–0.45 30 
2 0.45–0.51 30 
3 0.64–0.67 30 
4 0.53–0.59 30 
5 0.85–0.88 30 
6 1.57–1.65 30 
7 2.11–2.29 30 
8 1.36–1.38 15 
9 0.50–0.68 30 

TRIS 1 10 10.60–11.19 100 resampled 
to 30 

TRIS 2 11 11.50–12.51 100 resampled 
to 30 

 

After downloading the data, sequentially LULC, LST, NDVI and NDBI were calculated. 

Using the data, LST and LULC were predicted for future 20 years. Meanwhile, the 
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calculated data were validated using BMD Agargaon Station’s data. In addition, frequent 

field visits were undertaken to validate the measured data by interviewing local 

respondents. Afterwards, a correlation analysis was done among LST, NDVI and NDBI. 

The whole methodological steps are given by following flow diagram.  

 

Figure 4.1: Flow Diagram of Methodology 

 

4.3 LULC Classification  

The collected satellite images were composited in ArcGIS V10.6.1 software. True Color 

Composite (TCC) was generated using suitable combinations of bands for all the images 

to select training samples and identify the different LULC classes [95, 96]. The images 

were obtained from Landsat, classified into four broad LULC classes (water body, built 

up area, vegetation and bare land) for the year of 1989, 1994, 1999, 2004, 2014 and 2019 

based on Maximum Likelihood Supervised Classification (MLSC) technique (Figure 4.2). 

Around 25 samples were collected in order to produce LULC maps for each LULC class. 

Each classified map has been evaluated for accuracy assessment using Kappa index [69, 

130, 132].  
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Figure 4.2: MLSC Tools for ArcGIS [Source:Good &Giordano,2010)] 

 

4.4 Estimation of LST  

The LST was estimated using different formulas which were collected from several 

literatures and these were discussed in section 2.2. The whole methodology of retrieving 

LST was used using the chapter 2.2 formulas.  

4.5 Simulation of LULC and LST  

The CA-ANN model proposed is designed to simulate land use changes through a 

multiple output neuron. The network output layer decides the possibilities of multiple 

land uses with multiple output neurons. The appropriate parameters for the simulation are 

calculated automatically by the neural network training process. The CA-ANN model 

does not include specific transfer rules. The only function is to train the neural network to 

achieve empirical parameter values. Many factors can be added to the model to improve 

the precise simulation. Combination of  Cellular Automata and ANN Models will 

produce a better LULC and LST transition spatio-temporal pattern [119, 136]. 
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The LST and LULC for the year of 2039 with the help of MOLUSE plug-in in QGIS 2.18 

is typically predicted with an ANN. ANN is an effective method that helps to forecast 

future LST and LULC time series using data sets from previous years [22, 48, 50, 137]. 

LST simulation was performed in this study using input parameters LULC images, 

NDVI, NDBI, latitude and longitude and as output parameters for LST [22, 125]. Besides, 

the CA-ANN model for the future LULC was used in the prediction of input parameters 

of road layers, NDBI, NDVI, Latitude and Longitude data. The pixel value data of the 

images were transformed in ArcGIS software V10.6.1 for the better performance of the 

model. The model was developed using past 20 years data (199-2019) as the input 

parameters for predicting the future year 2039 data. The LST prediction model 

architecture is shown in Figure 4.3.  

 

 

 

 

 

 

 

 

 

 

Figure 4.3: ANN Model Architecture (Source: Ullah et al, 2019) 
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Figure 4.4: CA-ANN Model Architecture (Source: Maduako & Patrick, 2016) 

4.5.1 ANN Model Simulation in QGIS  

The detail procedure of ANN model simulation in QGIS-MOLUSCE Plugin software is 

described chronologically. In Figure 4.4, the input variables are LST images for the year 

1999 and 2019, NDVI, NDBI, Latitude and longitude values. For LULC prediction, input 

variables are LULC images for 1999 and 2019, Road Layer for base year (2019), NDVI, 

NDBI, Latitude and longitude values.   

 

Figure 4.4: MOLUSE plug-in Interface in QGIS  
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In the second step, transition potential modeling between LST and LULC of 1999 and 

2019 with the assistance of other spatial variables performed ANN approach. This 

process will indicate the potential likelihood of changes in LST and LULC which produce 

change of LST and LULC maps for future LST simulation.  

Then prediction window will come afterwards where some prediction tools are set by 

dropdown option. As the study focuses on ANN simulation method, therefore, ANN was 

selected as a method for predicting both LST and LULC, neighborhood pixel was 

considered as 1 pixel and maximum iteration was set for 1000 and rest of the options 

were set as default.  

After training the data through neural network, the overall accuracy, current kappa 

validation were automatically measured. Then ANN data and transition data were inserted 

in the cellular automata tab where combining the CA and ANN method, the ultimate 

simulation was done.  
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CHAPTER 05: RESULTS AND DISCUSSIONS 
 

5.1 Introduction 

This Chapter sequentially discusses about the analyzed results of the classification of 

LULC and LST, data validation, association of LULC and LST, relationship among LST, 

NDBI and NDVI, future prediction of LULC and LST and finally validation of predicted 

result. 

5.2 Classification of LULC 

MLSC is applied to generate the LULC map for the years 1989, 1994, 1999, 2004, 2009, 

2014 and 2019 (Figure 5.1 to 5.7). The total study area is approximately 48.830 km2. The 

classified image of year 1989 showed higher percentage of area 35.04%, 27.34% and 

24.9% for bare land, water bodies and vegetation, respectively. The built up area recorded 

only 12.56% for year 1989 (Figure 5.1). The percentage area of each class in 1994 

showed that bare land had the largest area (39.20%) followed by water bodies (24.63%) 

and vegetation (17.04%) (Figure 5.2). There was a moderate increase in built up area 

(7%) in year 1994 compared to 1989. The continuation of the increasing trend in the bare 

land (40.45%) and built up area (31.85%) were accelerated in the year 1999 mainly which 

were influenced by rapid urbanization. Water bodies (8.19%) and vegetation land 

(19.11%) were facing decreasing trend because of the conversion of natural surfaces to 

bare land and after then built up area (Figure 5.3). In the year 2004 the bare land 

(33.15%) was facing decreasing trend because of the conversion of bare land to the urban 

built area (43.76%). Filling up water bodies (4.77%) and vegetation land (18.32%) in the 

form of bare land at initial stage and finally were got transferred to built-up area was 

stared to accelerate in the year 2004 (Figure 5.4). 

The classified LULC results for the years 2009, 2014, and 2019 are projected (Figure 5.5 

to 5.7) by showing their percentage of changes among different LULC classes. From 

2009 to 2019, the amount of bare and vegetation land (-10% approximately) were 

declined significantly. During the same period, the built up area was increased by (21% of 

the study area). Finally, the water body slightly decreased by 1% of the study area from 

2009 to 2019.  
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Figure 5.1: Supervised Image Classification Map of the Study Area in 1989 
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Figure 5.2:  Supervised Image Classification Map of the Study Area in 1994 
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Figure 5.3: Supervised Image Classification Map of the Study Area in 1999 
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Figure 5.4: Supervised Image Classification Map of the Study Area in 2004 
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Figure 5.5: Supervised Image Classification Map of the Study Area in 2009 
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Figure 5.6: Supervised Image Classification Map of the Study Area in 2014 
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Figure 5.7: Supervised Image Classification Map of the Study Area in 2019 
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5.2.1 Percent Change Analysis of Different LULC 

During the 1989–2019 study period, LULC categories were converted into other 

categories and thus losses and gains of LULC categories, were also examined (Table 5.1 

to 5.6). The results indicate that built up area was generally increasing and water bodies 

and vegetation land was decreasing significantly during the study period.  

For the year 1989 to 1994, built up area and bare land area were gained 6.485% and 

4.158% area, respectively, where vegetation and water bodies were lost by 7.930% and 

2.713% of its area, respectively (Table 5.1).  

Similar for the year 1994-1999, a significant increase in the built up area and a very 

moderate increase in bare land and vegetation area were found and the percentages were 

showed by 12.717%, 1.653% and 2.056%, respectively. Only dramatic loss in water 

bodies by 16.445% was recorded from 1994-1999 (Table 5.2). 

Table 5.1: Percentage Change of LULCs in the Study Area from 1989-1994 (km2) 

LULC 

Area 

(1989) 

Area in 

Percentage 

Area 

(1994) 

Area in 

Percentage 

Change in Percentage 

(1994-1989) 

Water body 13.4 27.34 12.03 24.63 -2.713 

Built up  6.2 12.65 9.34 19.14 6.485 

Vegetation 12.2 24.97 8.32 17.04 -7.930 

Bare land 17.1 35.04 19.14 39.20 4.158 

Total 48.83 100.00 48.83 100.00 0 

 

Table 5.2: Percentage Change of LULCs in the Study Area from 1994-1999 (km2) 

LULC 

Area 

(1994) 

Area in 

Percentage 

Area 

(1999) 

Area in 

Percentage 

Change in Percentage 

(1999-1994) 

Water body 12.03 24.63 4.00 8.19 -16.445 

Built up  9.34 19.14 15.55 31.85 12.717 

Vegetation 8.32 17.04 9.33 19.11 2.075 

Bare land 19.14 39.20 19.95 40.85 1.653 

Total 48.83 100.00 48.83 100.00 0 
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From 1999-2004, except built up area other three LULC classes were facing decreasing 

trend. Built up area gained by 11.906% where bare land, water bodies and vegetation land 

were lost 7.686 %, 3.421 % and -0.789 % area respectively. From 1999, the percentage of 

built up area has started to increase because of the conversion of large percentage of bare 

land to built up area (Table 5.3). 

Table 5.3: Percentage Change of LULCs in the Study Area from 1999-2004 (km2) 

LULC 

Area 

(1999) 

Area in 

Percentage 

Area 

(2004) 

Area in 

Percentage 

Change in Percentage 

(2004-1999) 

Water body 4.00 8.19 2.33 4.77 -3.421 

Built up  15.55 31.85 21.37 43.76 11.906 

Vegetation 9.33 19.11 8.95 18.32 -0.789 

Bare land 19.95 40.85 16.19 33.15 -7.696 

Total 48.83 100.00 48.83 100.00  0 

 

From 2004-2009, significantly built up area gained 23.281 % area where bare land, 

vegetation and water bodies were reduced to 17.748 %, 4.228 % and -1.305 %  

respectively (Table 5.4). 

Table 5.4: Percentage Change of LULCs in the Study Area from 2004-2009 (km2) 

LULC 

Area 

(2004) 

Area in 

Percentage 

Area 

(2009) 

Area in 

Percentage 

Change in Percentage 

(2009-2004) 

Water body 2.3274 4.77 1.69 3.46 -1.305 

Built up 21.3687 43.76 32.74 67.04 23.281 

Vegetation 8.9478 18.32 6.88 14.10 -4.228 

Bare land 16.1901 33.15 7.52 15.41 -17.748 

Total 48.83 100.00 48.83 100.00   

 

From 2009-2014, built up area gained by 12.425 %  whereas bare land, vegetation and 

water bodies reduced to 2.847 %, 8.863 % and 0.715 %  respectively (Table 5.5). 
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Table 5.5: Percentage Change of LULCs in the Study Area from 2009-2014 (km2) 

LULC 

Area 

(2009) 

Area in 

Percentage 

Area 

(2014) 

Area in 

Percentage 

Change in Percentage 

(2014-2009) 

Water body 1.6902 3.46 1.34 2.75 -0.715 

Built up 32.7375 67.04 38.81 79.46 12.425 

Vegetation 6.8832 14.10 2.56 5.23 -8.863 

Bare land 7.5231 15.41 6.13 12.56 -2.847 

Total 48.83 100.00 48.83 100.00 

 

Considering the year 2014-2019, built up area gained by 7.499 % whereas bare land, 

vegetation and water bodies were reduced to 6.679 %, 0.383 % and 0.440 % respectively 

(Table 5.6). 

Table 5.6: Percentage Change of LULCs in the Study Area from 2014-2019 (km2) 

LULC Area (2014) 

Area in 

Percentage 

Area 

(2019) 

Area in 

Percentage 

Change in Percentage 

(2019-2014) 

Water  1.341 2.75 1.13 2.31 -0.440 

Built up 38.8053 79.46 42.47 86.96 7.499 

Vegetation 2.5551 5.23 2.37 4.85 -0.380 

Bare land 6.1326 12.56 2.87 5.88 -6.679 

Total 48.83 100.00 48.83 100.00 

 

Overall, the highest losses (bare land and vegetation) and gains (urban area) were 

observed in the 2004–2014 period. However, the water body expansively was lost its 

coverage form 1994–1999.  

5.2.2 Field validation of LULC 

Table 5.7 demonstrates the classification of overall accuracy, Kappa coefficient, and 

validation of land use classification. For the year 2019, the overall accuracy was over 

90% and the result of the Kappa coefficient was 0.83. The accuracy level is classified as 

very strong when the Kappa coefficient is greater than 0.75 [69, 130-132]. In order to 

validate the land use classification, 50 sampling points were compared with the 

corresponding point on Google Earth images over the same period. In conclusion, the 
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overall classification accuracy, Kappa coefficient statistics, and validation all show good 

accuracy which is suitable for LULC simulation.  

Table 5.7: Accuracy Assessment for 2019 LULC Map 

 Ground Truth  
Classified 

Class 
Water 
body 

Urban Vegetation Bare 
Soil 

Total User 
Accuracy 

Water 10 0 1 0 11 90.91 
Built up Area 0 15 0 1 16 93.75 

Vegetation 0 0 11 1 12 91.67 
Bare Soil 1 1 0 9 11 81.82 

Total 11 16 12 11 50  
Producer 
Accuracy 

90.91 93.75 91.67 81.82 Overall 
Accuracy 

90 

Kappa 
Statistics 

83.85 

5.3 Estimation of LST 

Figure (5.8 to 5.14) indicates the spatial pattern of LST distribution. In all maps bright 

yellow tone represents higher temperature and greenish tone represents low surface 

temperature. LST concentration spatial and temporal LST patterns display rapid changes 

in LULC groups. The core built up area is sensitive to high temperatures. As the images 

were taken in the month of November which is generally winter season in Bangladesh, 

therefore, displayed data will show the temperature of corresponding winter season of the 

years. 

Figure (5.8 and 5.9) focuses on annual surface temperature conditions of 1989 and 1994 

and LST varied within the range of less than 20 – 240C. From 1999 and 2004 temperature 

decreased slightly and the reason is Bangladesh went under massive flood during that 

period. In that period, surface water existed for a long period. For that temperature was 

comparatively lower than the previous year and LST varied 20 – 320C (Figure 5.10 and 

5.11). In the year of 2009 the LST varied 20 – 320C (Figure 5.12). For 2014 and 2019, the 

LST were found at the highest peak because of the significant increase of built up area 

and reduction of water bodies and vegetation land. From 2014 to 2019 LST varied from 

240C to more than 340C (Figure 5.13 to 5.14). The north-western part of the study area 

exhibited lowering in temperature due to higher vegetation and agricultural land whereas 

the south eastern part exhibits the rise in LST due to rapid urban expansion and declining 

of water bodies as well as vegetation land.  



52 

 
Figure 5.8: Distribution of LST for the Year 1989 
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Figure 5.9: Distribution of LST for the Year 1994 
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Figure 5.10: Distribution of LST for the Year 1999 
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Figure 5.11: Distribution of LST for the Year 2004 
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Figure 5.12: Distribution of LST for the Year 2009
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Figure 5.13: Distribution of LST for the Year 2014
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Figure 5.14: Distribution of LST for the Year 2019 
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5.3.1 Percentage Change in LST 

The percentage change in LST will provide a better insight about the temperature 

variation at different ranges of LST.  

Table 5.8: Percentage Change of LSTs in the Study Area from 1989-1994 (km2) 

Range 
         1989 1994 Change (%) 

 (1994-1989) Area km2 Area in (%) Area km2 Area in (%) 

< 200C 43.109 88.284 27.998 57.338 -30.946 
20-240C 5.017 10.274 20.119 41.201 30.928 
24-280C 0.704 1.442 0.713 1.461 0.018 
28-320C 0.000 0.000 0.000 0.000 0.000 
> 320C 0.000 0.000 0.000 0.000 0.000 
Total 48.830 100 48.830 100   

 

From 1989 to 1994, the highest percentage of area (30.946%) was lost in having LST 

below 200C range. Also, 30.928% area increased within the rage of 20-240C. Due to 

abundance vegetation and water bodies temperature range above 280C found unavailable 

(Table 5.8).  

Table 5.9: Percentage Change of LSTs in the Study Area from 1994-1999 (km2) 

Range 
1994  1999  Change (%) 

 (1999-1994) Area km2 Area in (%) Area km2 Area in (%) 

< 200C 27.998 57.338 0.134 0.275 -57.063 
20-240C 20.119 41.201 46.892 96.031 54.829 
24-280C 0.713 1.461 1.118 2.289 0.828 
28-320C 0.000 0.000 0.686 1.405 1.405 
> 320C 0.000 0.000 0.000 0.000 0.000 
Total 48.830 100 48.830 100   

 

From 1989 to 1994, the highest percentage of area (57.063%) was lost in having LST 

below 200C range. Also, 54.829% area increased within the rage of 20-240C. Due to 

abundance vegetation and water bodies temperature range above 320C found unavailable 

(Table 5.9).  
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Table 5.10: Percentage Change of LSTs in the Study Area from 1999-2004 (km2) 

Range 
1999 

               
2004 Change (%) 

 (2004-1999) Area km2 Area in %) Area km2 Area in %) 

< 200C 0.134 0.275 12.012 24.600 24.326 
20-240C 46.892 96.031 34.925 71.524 -24.506 
24-280C 1.118 2.289 1.202 2.461 0.171 
28-320C 0.686 1.405 0.691 1.415 0.009 
> 320C 0.000 0.000 0.000 0.000 0.000 
Total 48.830 100.000 48.830 100.000   

 

Due to heavy flood in 2004 LST reduced to less than < 200C from 1999 to 2004 (Table 

5.10). But, from the year 2004 to 2009, maximum percentage of area increased to 89.09% 

within the LST range of 24-280C. During this period significant increase of built up area, 

reduction of water bodies and vegetation area were noticed (Table 5.11).  

Table 5.11: Percentage Change of LSTs in the Study Area from 2004-2009 (km2) 

Range 
2004  2009  Change (%) 

 (2009-2004) Area km2 Area in (%) Area km2 Area in (%) 

< 200C 12.012 24.600 0.000 0.000 -24.600 
20-240C 34.925 71.524 3.301 6.761 -64.764 
24-280C 1.202 2.461 44.708 91.559 89.099 
28-320C 0.691 1.415 0.820 1.680 0.265 
> 320C 0.000 0.000 0.000 0.000 0.000 
Total 48.830 100.000 48.830 100.000   

 

Table 5.12: Percentage Change of LST in the Study Area from 2009-2014 (km2) 

Range 
2009     2014  Change (%) 

 (2014-2009) Area km2 Area in (%) Area km2 Area in (%) 

< 200C 0.000 0.000 0.000 0.000 0.000 
20-240C 3.301 6.761 0.000 0.000 -6.761 
24-280C 44.708 91.559 21.930 44.912 -46.648 
28-320C 0.820 1.680 26.278 53.816 52.136 
> 320C 0.000 0.000 0.621 1.273 1.273 
Total 48.830 100.000 48.830 100.000   
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Built up area continued to increase from 2009 to 2014 (Table 5.12) and from 2014 to 

2019 (Table 5.13) which resulted in the increase of LST more than 320C. Maximum area 

of temperature found within 28-320C (35.784% area) and it was 52.136% area in 2009 to 

2014. Here, 1.273% and 0.238% area increased to more than 320C from the year 2009 to 

2014. The increase of built up area, reduction of water bodies and vegetation land were 

dominant from the year 2009 which contributed to  increase of LST  more than 320C from 

2009. 

Table 5.13: Percentage Change of LSTs in the Study Area from 2014-2019 (km2) 

Range 

2014  2019  Change in 
Percentage 

(2019-2014) Area km2 Area in (%) 
Area 
km2 Area in (%) 

< 200C 0.000 0.000 0.000 0.000 0.000 
20-240C 0.000 0.000 0.000 0.000 0.000 
24-280C 21.930 44.912 4.457 9.127 -35.784 
28-320C 26.278 53.816 43.636 89.362 35.547 
> 320C 0.621 1.273 0.738 1.511 0.238 
Total 48.830 100.000 48.830 100.000   

 

 

5.3.2 Validation of LST Using BMD Data 

As the simulation of future LST pattern was estimated on the basis of 1989 to 2019 data 

at 5 years interval period and BMD Agargaon station’s data was available from 2013 to 

2018 therefore only LST data of 2014 could be validated. Estimated LST data has 

minimum and maximum LST value and BMD data also had minimum and maximum 

LST data. Therefore, the percentage of error was calculated in two ways considering 

maximum and minimum LST values. After validating both source data, the minimum and 

maximum temperature error was estimated as 3.678% and 4.982%, respectively. The 

percentage of error was negligible and therefore the estimation of LST was acceptable for 

further processing by considering a little limitation (Table 5.14).  
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Table 5.14: Validation of Simulated LST Based on BMD Data For 2014 

Year LST of Satellite Image 
LST of BMD 

Data 
% of Error 

2014 

Minimum Temperature (0C) 
24.883 24.000 3.678 

Maximum Temperature (0C) 
32.545 31.000 4.982 

 

5.4 Association of LST and LULC 

5.4.1 Cross Sectional Profile of LULC vs LST 

Best way to understand the impact of LULC on LST is to investigate the links between 

the thermal signatures and land cover types. The radiative energy emitted from the 

surface of the ground, including roofs, pavement surfaces, vegetation, bare soil and water 

bodies,  were recorded from the remote sensed LST. In order to represent the LULC wise 

LST, two cross-sections were made across the study area and the average LST of each 

LULC type was shown in Fig. 5.15 to 5.21. Two cross-sections from northwest to 

southeast (AB) and northeast to southwest (CD) were considered. 

From the profile, it was found that congested built up area experienced average LST more 

than 24°C in 1989 (Figure 5.15), > 27°C in 1994 (Figure 5.16), > 28°C in 1999 (Figure 

5.17), 29°C in 2004 (Figure 5.18), > 30°C in 2009 (Figure 5.19), > 32°C in 2014 (Figure 

5.20) and > 34°C in 2019 (Figure 5.21). Also, high LST was recorded as 22°C in 1989, > 

25°C in 1994, > 27°C in 1999, 28°C in 2004, > 30°C in 2009, > 31°C in 2014 and > 33°C 

in 2019 for bare land in seven different year cross-sections. Besides, other two LULC 

(water bodies and vegetation) were recorded as the lowest temperature ranging from < 

16°C - < 27°C. 

The findings signify that built up area increases LST by replacing natural vegetation with 

non-evaporating, non-transpiring surfaces. 
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Figure 5.15: Cross Sectional Profile of LULC vs LST for the Year 1989 

 

Figure 5.16: Cross Sectional Profile of LULC vs LST for the Year 1994 
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Figure 5.17: Cross Sectional Profile of LULC vs LST for the Year 1999 

 

Figure 5.18: Cross Sectional Profile of LULC vs LST for the Year 2004 
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Figure 5.19: Cross Sectional Profile of LULC vs LST for the Year 2009 

 

Figure 5.20: Cross Sectional Profile of LULC vs LST for the Year 2014 
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Figure 5.21: Cross Sectional Profile of LULC vs LST for the Year 2019 

 

5.4.2 LULC wise LST Distribution    

The distribution of LST in different LULC classes in various ranges demonstrates the 

LULC wise LST concentration in the study area. Considering the LST distribution in 

different LULC classes for the year 1989, most of the area was experienced below 200C 

in every LULC class and the covered area under 200C was 15.40 km2 in water bodies, 

12.27 km2 in bare land, 3.24 km2 in built up area and 12.20 km2 in vegetation cover 

(Table 5.15).  

Table 5.15: LULC Wise LST Distribution in Year 1989 

Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Land cover 1989 (area km2) 

Water Body 15.40 0.00 - - - 

Built up Area 3.24 2.89 0.70 - - 

Vegetation Land 12.20 0.00 - - - 

Bare Land 12.27 2.12 - - - 

 

Table 5.16: LULC Wise LST Distribution in Year 1994 
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Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Landover 1994 (area km2) 

Water Body 10.35 1.68 - - - 

Built up Area 0.66 7.97 0.71 - - 

Vegetation Land 2.91 5.41 - - - 

Bare Land 14.08 5.06   - - 

In 1994 most of the area experienced below 200C for all LULC and the dominated LULC 

was bare land (14.08 km2), water bodies (10.35 km2), and vegetation (2.91 km2). At LST 

range 20-240C, 7.97 km2, 5.41 km2 and 5.06 km2 area were recorded as built up area, 

vegetation land and bare land respectively (Table 5.16).  

Table 5.17: LULC wise LST Distribution in Year 1999 

Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Landover 1999 (area km2) 

Water Body 0.09 3.91 0.00 0.00 - 

Built up Area 0.00 14.54 0.32 0.69 - 

Vegetation Land 0.04 9.33 0.00 0.00 - 

Bare Land 0.00 19.11 0.84 0.00 - 

 

For the year 1999, the highest range was 20-240C and the maximum coverage of LULC 

class was bare land (19.11 km2), followed by built up area (15.75 km2) and vegetation 

land (5.30 km2) (Table 5.17). 

Table 5.18: LULC wise LST Distribution in Year 2004 

Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Land cover 2004 (area km2) 

Water Body 1.42 0.39 0.00 0.00 - 

Built up Area 1.94 18.05 1.20 0.69 - 

Vegetation Land 4.59 4.36 0.00 0.00 - 

Bare Land 4.06 12.13 0.00 0.00 - 
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In 2004, the highest range of LST was 20-240C and the maximum LULC classes were 

built up area (18.05 km2), followed by bare land area (12.13 km2). The lowest LST found 

at water bodies (1.42 km2) which was below 200C (Table 5.19). 

Table 5.19: LULC wise LST Distribution in Year 2009 

Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Land cover 2009 (area km2) 

Water Body - 1.32 0.37 0 - 

Built up Area - 0.02 31.90 0.82 - 

Vegetation Land - 1.45 5.43 0 - 

Bare Land - 0.51 6.75 0 - 

 

In year 2009, the highest range of temperature was 24-280C and the maximum coverage 

of LULC class was in urban area (31.90 km2), followed by bare land area (6.75 km2). The 

lowest temperature was recorded urban area (0.02 km2) under 20-240C temperature 

(Table 5.19). 

Table 5.20: LULC wise LST Distribution in Year 2014 

Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Land cover 2014 (area km2) 

Water Body - - 1.33 0.01 0.00 

Built up Area - - 15.18 23.04 0.59 

Vegetation Land - - 1.23 1.33 0.00 

Bare Land - - 4.19 1.89 0.03 

 

As the built up area is continuously increasing, therefore, LST values got a momentum 

from 2014 to 2019. In 2014, highest percentage of built up areas were found in the range 

of 28-320C and 24-280C with corresponding areas of 23.04 km2 and 15.15 km2 

respectively. In 2019, 0.61 km2 and 40.94 km2 of built up areas were found having more 

than 320C and 28-320C respectively (Table 5.20 – 5.21).  
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Table 5.21: LULC wise LST Distribution in Year 2019 

Temperature < 200C 20-240C 24-280C 28-320C > 320C 

Land cover 2019 (area km2) 

Water Body - - 0.92 0.21 0.00 

Built up Area - - 0.92 40.94 0.61 

Vegetation Land - - 1.84 0.53 0.00 

Bare Land - - 0.78 1.95 0.14 

 

5.5 Relation among LST, NDVI and NDBI 

Two land cover indices, namely the NDVI and NDBI were derived in order to establish 

quantifiable relationships between LST and the indices. In this research, the lower NDVI 

value was identified with higher LST level. In addition, the NDVI value in the study area 

was found to be decreasing from -0.1 to -0.3 over 1989 to 2019. The lower NDVI value 

represents paved earth, bare soil, and rock producing high surface temperatures. The low 

values of NDVI (0.2 to 0.3) are shrub and grassland, while the high values indicate green 

surfaces. 

On the contrary, the NDBI value was gradually increasing and leading towards higher 

LST values. The result of linear regression and multiple correlation indicate that LST 

represents strong and positive correlation with NDBI and strongly negative correlation 

with NDVI from the year 1989 to 2019 (Figure 5.4.1 – 5.4.7). In all the correlation 

analysis, the R2 was more than 0.75 that means strongly correlated with each other. The 

generated linear regression formula gave an equation of predicting dependent variable 

NDVI or NDBI by putting independent variable value such as LST for every year. The 

equation varies year by year and the equation can be utilized for further complex 

relationship among LST, NDBI and NDVI. Furthermore, the correlation coefficient of 

each equation having complex relationship between variables which can be discussed in 

further studies.    
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Figure 5.22: Correlation between LST vs NDVI & NDBI in the year 1989 

 

Figure 5.23: Correlation between LST vs NDVI & NDBI in the year 1994 
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Figure 5.24: Correlation between LST vs NDVI & NDBI in the year 1999 

 

 

Figure 5.25: Correlation between LST vs NDVI & NDBI in the year 2004 
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Figure 5.26: Correlation between LST vs NDVI & NDBI in the year 2009 

 

 

Figure 5.27: Correlation between LST vs NDVI & NDBI in the year 2014 
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Figure 5.28: Correlation between LST vs NDVI & NDBI in the year 2019 
 

5.6 Artificial Neural Network (ANN) Algorithm  

ANN is used to make a system learn a mapping for attribute values that can be applied to 

classify new and hidden anomalous behaviors. Being inspired by the architecture of the 

human brain, ANN is composed of inter-connected nodes and weighted links. Nodes in 

an ANN are called neurons as an analogy with biological neurons [139]. Various network 

architectures have been designed depending on actual activity fields. The most widely 

used one is made up of three layers called the input layer, hidden layer, and output layer, 

where each of them consists of one or more nodes represented by the rectangles in Figure 

5.29. The information flow is symbolized by the lines between one node and the next one. 

The nodes in the input layer receive a single value on their input and duplicate the value 

to the multiple outputs without modifying data. Meanwhile, the nodes in the hidden and 

output layers actively modify the data. These simple functional units are composed of 

networks that have the ability to learn a classification problem after they are trained with 

sufficient data. The ANN is suitable for user activity recognition and prediction. In order 

to recognize user activities, the Multilayer-Perceptron learning method is chosen. Figure 

5.29 illustrates its common architecture.  
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Figure 5.29: Multilayered Artificial Neural Network (Liao et al, 2005) 

The pseudo code for the study of methodology is defined in Algorithms 1–3 below. The 

frequent activity patterns and number of clusters are entered, while the cluster set is the 

algorithm output as illustrated in Figure 5.30. 

 

Figure 5.30: Process of Forming Frequent Activity Patterns (Sukanya & Gayathri, 2013) 

Two patterns belong to the same cluster if the distance between them is less than a 

specified threshold. In that case, a new cluster center has to be computed as Lines 3–6 in 

Figure 5.31. In Figure 5.32, the computation of a new cluster center firstly needs to 

compare the sequence length to get the common items from both the input pattern and the 

cluster center (Line 7). The second stage gets different items from this input pattern and 
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the cluster center to check the priority table in order to get the sequence with the highest 

priority (Lines 8–9). Finally, the items formed at Lines 8 and 9 are combined to create a 

new cluster center (Line 11). 

 

Figure 5.31: Process of Forming Clustering [Source:140] 

 

Figure 5.32: Process of Re-computing New Center (Source: Sukanya &Gayathri, 2013) 

5.7 LULC and LST Prediction for 2039 

LULC classes significantly changed during the study period (1989‒2019) in the study 

area. It was therefore important to simulate the future LULC dynamics because if the past 

trends persist, LST will be changed which may alter both biodiversity and micro-climate 
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of the study area. The future LULC prediction is also important as it provides framework 

for sustainable urban planning.  

Moreover, the variation of LST analysis from 1999 to 2019 displayed a significant 

change. Therefore, it was essential to predict future LST patterns. The CA-ANN model 

was applied to predict the future LULC and LST for the year 2039 by analyzing the past 

patterns of LULC and LST of the study area. The accuracy of the prediction was 

validated by using percentage of correctness, overall Kappa value, Kappa location and 

Kappa history value based on the predicted variables.  

5.8 Simulation of LULC for 2039  

In the Transition potential modeling, the model validation results showed that overall 

Kappa index and %-correctness value was 84% (Table 5.22) which is an acceptable 

accuracy level for LULC modeling.  

Table 5.22: ANN Model Validation for LULC in QGIS MOLUSCE Plugin 

Prediction Year  ANN model validation for LULC prediction  

2039 
QGIS-MOLUSCE Plugin module 

%-correctness Overall Kappa Value  Kappa- location  Kappa- histo 
84.56%  0.84508 0.8529 0.8852 

Figure 5.33 indicates the model validation result which was generated from QGIS 

software.  

 

Figure 5.33: LULC Prediction Model Validation Result for the Year 2039 
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In the Transition potential modeling, the current validation Kappa value for represents 

excellent Kappa value (0.9136) and neural network learning curve. The ultimate output of 

the approach was simulated LST for the year 2039.  

The simulated result showed a strong agreement that confirmed the accuracy of the ANN 

model’s prediction for 2039 with 91.856% correctness and 0.9362 overall Kappa value 

(Table 5.23). Based on the ANN model validation in other researches, the percentage of 

correctness value over 80% demonstrates strong agreement of accuracy.  

Table 5.23: ANN Model Validation for LST in QGIS MOLUSCE Plugin 

Prediction Year  ANN model validation for LST prediction  

2039 
QGIS-MOLUSCE Plugin module 

%-correctness Overall Kappa Value  Kappa- location  Kappa- histo 
91.856 0.9362 0.9037 0.92582 

 

The validation provided an excellent accuracy with more than 90% of correctness for 

simulated LST map in 2039 (Figure 5.34).  

 

Figure 5.34: Transition Potential Modeling for LST Simulation for the Year 2039 
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In the final step, validation of ANN model was performed based on the reference map and 

simulated map. The reference map was set as the LST map for year 2019 and simulated 

map for year 2039 which was achieved from transition potential modeling process.  

Simulation results showed that approximately 92% of the area will be converted into built 

up area in 2039 (Figure 5.35). Predicted LULC change in future could adversely affect 

the environment altering both climate and biodiversity of the area.  

Table 5.24: Percentage Change of LULCs in the Study Area from 2019-2039 (km2) 

LULC 
Area km2 

(2019) 
Area in % 

Area km2 

(2039) Area in % 
               Change in % 
                (2039-2019) 

Water body 1.1259 2.31 1.12 2.29 -0.012 
Built up area 42.4674 86.96 45.13 92.42 5.459 
Vegetation 2.3697 4.85 2.05 4.19 -0.664 
Bare land 2.871 5.88 0.53 1.09 -4.788 
Total 48.83 100.00 48.83 100.00   
 

The percentage of change indicates that in 2039 built up area would increase about 5.5% 

higher than the 2019 if this pattern continues. Moreover 92.42% of Mirpur and 

surrounding area would convert in to built up area and there will be drastic reduction of 

other LULC such as vegetation, bare land and water bodies (Table 5.24).  
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Figure 5.35:  Simulated LULC Map for the year 2039 
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5.9 Simulation of LST for 2039 

 

Similar to the LULC for the study period from 1989‒2019 LST also shows a substantial 

amount of change. Accordingly, LST is simulated for 2039. The past trends of estimated 

LST data are used in the ANN model to predict the future LST trends of the study area.  

The prediction exhibited that approximately 23.69% of Mirpur area likely to have LST 

greater than 32°C and 72.62% area is likely to remain 28-32°C LST range. There may not 

be any temperature area that might experience below 28°C LST. Change of percentage of 

area is around 22.18% which will fall within the range of LST greater than 32°C in 2039 

(Table 5.25). The prediction results demonstrate that most of the LST remains below-

32°C. Figure 5.36 shows the rising trend of LST in the study area for the year 2039.  

Table 5.25: Percentage Change of LSTs in the Study Area from 2019-2039 (km2) 

 

Range 
Area 

(2019) 
Area in 

Percentage 
Area 

(2039) 
Area in 

Percentage 
Change in Percentage 

(2039-2019) 

< 20°C - - - - - 

20-24°C - - - - - 

24-28°C 4.46 9.13 1.80 3.69 -5.44 
28-32°C 43.64 89.36 35.46 72.62 -16.74 
> 32°C 0.74 1.51 11.57 23.69 22.18 
Total 48.83 100 48.83 100   

 

This effect of high LST is going to be a worrying problem for the study area. The 

temperature effect depends on the city geometry and Dhaka City's unexpected growth 

triggers this devastating impact of the increase of LST.     
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Figure 5.36: Simulated LST Map for the Year 2039 
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CHAPTER 06:  CONCLUSIONS & RECOMMENDATIONS 
 

6.1 Conclusions  

The LST classification analysis on Landsat image shows that it could provide useful and 

efficient remote sensed data for LST retrieval for any area. In order to assess the LST 

dynamics and environmental impacts an in depth study of Landsat satellite images over a 

period of thirty years from 1989 to 2019 was carried out at a 5 years interval period. 

Furthermore, CA-ANN based prediction for both LULC and LST were analyzed to 

realize what will be the consequences if this increasing trend continues. Some key outputs 

from this analysis are stated below. 

The study area faced tremendous increase of built up area. Increasing impervious layers 

trend to reflect and generate higher surface temperature. Considering the year 2014-2019, 

built up area gained 7.5 % area where bare land, vegetation and water bodies were lost 

6.68%, 0.38% and 0.44% area, respectively. The maximum losses (bare land and 

vegetation) and gains (built up area) were observed in the 2004 to 2014 period. However, 

the water body expansively was lost its coverage in the 1994 to 1999 periods. 

The average surface temperature increasing rate is high in 5 years interval period. In 

1989, 88.28% of area was covered under 200C temperature. Later, maximum area of 

temperature was increased to the range of 28 to 320C at 52.14% from the year 2009 to 

2014. Here, 1.27%  and 0.24% area were increased to more than 320C from the year 2009 

to 2014 and from 2014 to 2019, respectively. The increase of built up area, reduction of 

surface water bodies and vegetation land were dominant from the year 2009 which 

contribute to the increase in the LST up to more than 320C from the year 2009. Validation 

of LST estimated data with BMD data was pretty much impressive and the percentage of 

error is 3% to 4%.  

Prediction indicates that in the year 2039 approximately 92.42% of Mirpur and 

surrounding areas will be covered by built-up area and corresponding predicted LST 

range will be greater than 32°C. The prediction exhibited that approximately 23.69% of 

Mirpur area likely to have LST greater than 32°C and 72.62% area is likely to remain 28 

to 32°C LST range. There may not be any temperature area that might experience below 

28°C LST. Change of percentage of area is around 22.18% which will fall within the 
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range of LST greater than 32°C in 2039. The prediction results demonstrate that most of 

the LST remains below 32°C. A rising trend of LST was observed for the year 2039.  

Cross section profile of LULC vs LST shows higher temperature existed in built up area 

in all time periods. In the year 2019, 0.61 km2 of urban area was fallen more than 320C 

temperature range followed by 40.94 km2 in the range of 28 to 320C. LST has strong 

positive correlation with NDBI. LST has strong negative correlation with NDVI. In all 

the correlation analysis, the R2 value was found more than 0.9 that means the variables 

are strongly correlated with each other. The study shows a clear past and present situation 

of the negative consequence of unplanned rapid urbanization as well as predicts the future 

scenario of the study region.  

6.2 Recommendations 

The overall result shows a high LST change in the study area. Mirpur area is located in 

the DMP area which is the most economically productive area of this country. Therefore, 

preparation steps to reduce LST as well as UHI effects is important. The seasonal change 

of LST in the study area, which in a tropical country is very uncertain, needs cloud-free 

satellite images. In summer region, cloud contains the whole study region. If summer 

images could be collected, then actual LST effects can easily be realized. In addition, to 

understand the magnitude, it is necessary to evaluate UHI locally and nationwide.  

This is the first study, to the knowledge of the Author that demonstrated a method of 

deriving future LST of urban areas based on the simulation from observed relationships 

between land cover and LST changes in the study area. Therefore, future city planning 

should focus more on urban greening as the study area is gradually shifting towards the 

highest temperature zone due to the expansion of urban areas. If the current trend 

continues then almost the entire study area will be an UHI in 2039. A compact-town like 

decentralization of urban areas (satellite-towns) is, therefore, a possible way forward in 

order to prevent the formation of large-scale UHI effect in the future. The study used 

LULC indices (NDVI and NDBI) and applied a simple regression equation for the 

derivation of future LST. It is possible that the different land cover indices can be used 

together as independent factors in a multiple regression equation model in order to derive 

the LST in a more robust way, possibly through undertaking a factor analysis. Future 

study should seek to incorporate these and improve upon the model presented here. 
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APPENDIX 

 

 

Figure A1: Field visit data analysis using ArcGIS 
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Figure A3: Open Land of Bangladesh Agricultural Development Corporation 

 

 

Figure A4: Satellite Image Processing using ArcGIS 
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Figure A5: Temperature Trend form BMD Data 

 

Figure A6: Temperature Trend from Satellite Images 
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Figure A7: Changing Pattern of Different LULC Classes From 1989 To 2019 in the 
Study Area 

 

 

Figure A8: Spatial Pattern of LULC Change in Different Direction from Year 1989 
to 2019  
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