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ABSTRACT

DEVELOPMENT OF AN APPLICATION SOFTWARE FOR SALES
PREDICTION USING MACHINE LEARNING ALGORITHMS

Machine learning (ML) and the use of data mining techniques are increasingly important in

real-world situations. Every industry, including education, healthcare, engineering, sales,

entertainment, and transportation, is benefiting from these applications’ innovative nature.

Due to the exponential increase of the enormous volumes of data used in commercial trans-

actions, the business industry has significant obstacles in identifying an accurate technique

and efficient prediction strategy. The conventional strategy for achieving sales and mar-

keting objectives doesn’t help businesses keep up with the pace of the competitive market

since it lacks knowledge about customers’ buying habits. As a result of the advancement in

machine learning, significant changes are observed in the field of sales and marketing. The

majority of commercial businesses rely largely on demand forecasting and knowledge of

market trends. In order to improve prediction accuracy, data mining techniques are serving

as efficient tools for uncovering hidden knowledge from a sizable dataset. The aim of this

project is to develop a software prototype as a web service for predicting the outlet items

sales of companies. The methodology of data mining with machine learning models like

Linear Regression, Decision Tree, Random Forest, and XGBoost Regressor is used in this

project to predict sales, and the best model for prediction is recommended based on the

results analysis. Apart from the prediction, this prototype will show the graphical represen-

tation of the impact and correlations of variables as well as the outcome of the models with

the predicted results. This project work will assist companies in gaining a general under-

standing of how to position products and outlets to give a positive customer experience that

will boost sales and revenue.
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সারসংেϠপ 

DEVELOPMENT OF AN APPLICATION SOFTWARE FOR SALES 
PREDICTION USING MACHINE LEARNING ALGORITHMS 

 

বাѷব িবেѩর পিরিѸিতেত έমিশন লািন κং (machine learning) এবং έডটা মাইিনং (data mining) 

έকৗশলვিলর বҝবহার οমবধ κমানভােব ვ჈Яপূণ κ হেয় পেড়েছ। িশϠা, ѾাѸҝেসবা, ϕেকৗশল, িবοয় 

সহ ϕিতΜট িশџ, িবেনাদন, এবং পিরবহন খাত এই অҝািъেকশনვিলর উжাবনী ϕকৃিত έথেক উপকৃত 

হেИ। বািণΝজҝক έলনেদেন বҝব჊ত িবপুল পিরমাণ έডটার সূচকীয় বৃΝдর কারেণ, বҝবসা/ 

িশџϕিতѮােন একΜট সΜঠক έকৗশল সনাЅকরণ এবং দϠ ভিবষҝеাণী (prediction) έকৗশল ϕণয়েনর 

έϠেϏ উেѣখেযাগҝ বাধা রেয়েছ।  িবοয় (sales) এবং িবপণন অজκেনর জনҝ ϕচিলত έকৗশলვেলা 

বҝবসািয়কেদর ϕিতেযািগতামূলক বাজােরর গিতর সােথ তাল িমিলেয় চলেত সাহাযҝ করেছ না, έযেহতΦ  

ςাহকেদর οেয়র পҝাটান κ (pattern) বা অভҝাস সѕেকκ এেϠেϏ ϡােনর অভাব রেয়েছ। έমিশন লািন κং 

এর অςগিতর ফেল, িবοয় এবং িবপণেনর έϠেϏ উেѣখেযাগҝ পিরবতκন পিরলিϠত হেИ। έবিশরভাগ 

বািণΝজҝক বҝবসার চািহদার পূব κাভাস (forecasting)  এবং ϡােনর উপর িনভκর কের বাজার ϕবণতা। 

ভিবষҝеাণীর (prediction) িনভΦ κলতা উтত করার জনҝ, έডটা মাইিনং (data mining) έকৗশলვিল দϠ 

সরПাম িহসােব কাজ করেছ একΜট িবশাল έডটােসট (Dataset) έথেক লুকােনা ϡান উেфাচন করার 

জনҝ। এই ϕেজেЄর মূল উেгশҝ হল, έকান έকাѕািনর আউটেলট আইেটম এর িবοেয়র পবূ κাভাস 

έদওয়ার জনҝ একΜট অҝািъেকশন (application) সফটওয়ҝার έϕােটাটাইপ (software prototype) ίতির 

করা যা একΜট ওেয়ব সািভκস (web service) িহসােবও কাজ করেব।  এই ϕকেџ িলিনয়ার িরেςশন (linear 

regression), িডিসশন Μϊ (decision tree), র ҝাнম ফেরѶ (random forest), এবং এЊΝজবѶু িরেςসর 

(XGBoost regressor) এর মেতা έমিশন লািন κং মেডলვিলর সােথ έডটা মাইিনং এর পдিত িবοেয়র 

পূব κাভাস িদেত বҝবহার করা হেয়েছ এবং ফলাফল িবেѫষেণর উপর িভিЫ কের ভিবষҝеাণীর জনҝ έসরা 

মেডেলর সপুািরশ করা হেয়েছ। ভিবষҝеাণী ছাড়াও, এই অҝািъেকশন (application) সফটওয়ҝার 

έϕােটাটাইপ (software prototype) এর মাধҝেম έভিরেয়বেলর (variable) ϕভাব এবং পারѺিরক সѕকκ 

এবং έসইসােথ ভিবষҝеাণী করা ফলাফেলর সােথ মেডলვিলর ফলাফেলর ςািফকҝাল উপѸাপনা 

(graphical representation) έদখােনা হেয়েছ। এই ϕকেџর কাজ έকাѕািনვিলেক একΜট ইিতবাচক 

ςাহক অিভϡতা έদওয়ার জনҝ পণҝ এবং আউটেলটვিলর অবѸান সѕেকκ একΜট সাধারণ ধারণা 

অজκেন সহায়তা করেব যা έকাѕািনর িবοয় (sales) এবং রাজѾ (revenue) বৃΝд করেব। 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

Business analytics are now a crucial component of every business support system because of 

the breakthroughs in machine learning and data analytics. In this regard, projecting sales and 

demand is crucial for creating business analytics solutions (Chandel et al., 2019). The basic 

ideas behind sellers and buyers are supply and demand. Due to the rapid expansion of malls 

and online shopping, competition between various shopping malls and industries is becoming 

more intense and fiercer daily (Behera and Nain, 2019). Every mall or store tries to give unique, 

limited-time deals to draw in more consumers based on the day so that the volume of sales for 

each item can be forecasted for inventory management of the company, logistics, and transport 

service, etc. In addition, for the purpose of forecasting future client demand and updating 

inventory management, shopping centers and various industry now keep track of the sales data 

of each and every individual item. These data stores essentially consist of a huge amount of 

client data and specific item attributes in a data warehouse. Manual infestation of this data 

processing could lead to drastic errors leading to poor management of the organization, and 

most importantly would be time consuming, which is something not desirable in this expedited 

world. In spite of the significance of sales and demand forecasting, the absence of a reliable 

and effective demand forecasting solution results in incorrect projections that may have impact 

on an organization's sales and operational processes. When sales volume is overestimated, 

actual sales are lower than anticipated, whereas underestimated sales volume may result in 

higher promotional costs and a lesser profit (Bajaj et al., 2020).  

For organizations to employ in their sales and operational activities, a precise sales forecast is 

crucial. In actuality, merchants and manufacturers may both make more successful plans for 

their marketing, sales, production, and procurement activities if they have a clear prediction of 

a product's prospective sales (Cheriyan et al., 2018). For manufacturers, wholesalers, and 

retailers in general, sales forecasting is an important factor to take into account. It is also a key 

task for many businesses engaged in supply chain activities. Sales forecasting is a complex task 

that becomes more challenging when there is a shortage of data, missing data values, or outliers. 

The most sophisticated machine learning algorithms available today provide methods for 

forecasting or evaluating the potential demand and revenues for a corporation. For the purpose 

of forecasting or predicting sales volume, many machine learning techniques are employed. 
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The design and improvement of market business strategies, which also aid in raising consumer 

awareness, are facilitated by a better prediction (Sengar and Ahmed, 2019). Predictions assist 

businesses in making sense of the past, spotting budgetary problems, and organizing 

everything. The likelihood of success rises with the creation of the strategy (N et al., 2020). 

Supervised machine learning techniques can be used here to use machine learning algorithms 

to uncover complex patterns in the sales dynamics that include numerous risk elements as well. 

In this project, which focuses on sales prediction, the scenario of a one-stop-shopping mall has 

been explored in order to forecast the sales of various sorts of goods and comprehend the impact 

of various circumstances on those sales. Results with high degrees of accuracy are obtained 

using various components of a dataset gathered for supermarkets and the process used to create 

a prediction model, and these observations can be used to make decisions to increase sales. 

In this project, the process will start by gathering information about a particular group of outlets 

operated by one of the most well-known food and beverage companies. Then, to forecast sales, 

XGBoost Regressor, Decision Tree, Random Forest, and Linear Regression will be employed. 

In the end, a collection of actual data obtained from the Companies which acts here as test 

dataset is used to evaluate each approach. According to the testing findings, the XGBoost 

Regressor provides reasonably accurate sales results. In order to better satisfy customers, 

enterprises will also be able to estimate item-level sales using the developed prototype 

software. 

 

1.2 Scope 

The scope of this project is limited to the item sales data of Food and Beverages Company. The 

method uses the buying behavior of customers and the collective data derived about the outlet 

sale of items according to the sales datasheet. Furthermore, usage of data mining techniques 

for data analysis and providing a predictive model as a application software using the best fit 

machine learning model are also covered within this project scope.  

 

1.3 Objectives of this Project 

The aim of this research is to offer a predictive model for forecasting outlet item sales. The 

main objectives of this project are listed below: 

(a) To develop an application software for sales prediction based on user inputs.  
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(b) To implement machine learning algorithms on Foods and Beverages company’s sales 

data by using the developed software.  

(c) To analyze the performance of implemented models to find out maximum accuracy.   

 

1.4 Roadmap 

The rest of the project book is organized as follows. 

Chapter 2: In this chapter, literature review and background information have been 

presented in details covering the areas of ML and sales prediction with the usage of ML. At 

the end of this chapter, the previously studied different works have also been highlighted. 

Chapter 3: In this chapter, the methodology and architectural design of proposed system as 

well as implementation platform are also explained.  

Chapter 4: In this chapter, the implementation of the system and processing data with model 

building will be focused.  

Chapter 5: In this chapter, in continuation of our previous chapter, we emphasis the 

outcomes and analysis the results of implemented algorithm and development of software 

prototype. 

Chapter 6: The project will be concluded in this chapter by summarizing contributions and 

identifying limitations. The possible future works have also discussed here.  
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CHAPTER 2 

 THEORETICAL BACKGROUND                                        

 

2.1 Preliminaries of Machine Learning 

 

This project primarily focuses on the usage of ML in the area of sales forecasting or prediction 

using the sales data across numerous locations and goods from the Foods and Beverages 

industry based on historical records. In respect to that this chapter presents the background 

materials along with the related works that would be required to understand the subsequent 

chapters where the main contributions are presented. In particular, the main target of this 

chapter is to discuss some important relevant topics. 

 

The massive volume of unprocessed data being generated nowadays needs to be carefully 

examined in order to produce findings that are both highly informative and delicately pure in 

their respective industries. A branch of artificial intelligence called "machine learning" is 

concerned with computer programs that naturally enhance their performance over time. 

Machine learning is the "area of research that offers computers the ability to learn without being 

explicitly taught," according to Arthur Samuel, a pioneer of artificial intelligence, who first 

described it in 1959. To put it another way, the field of machine learning is concerned with 

creating algorithms that generate predictions based on data. An artificial intelligence challenge 

is to discover (learn) a function f: X/Y that translates the input domain X (of data) to the output 

domain Y (of possible predictions). The data may be trained to recognize patterns and be 

evaluated to make decisions with the least amount of human input using machine learning 

techniques. Three learning paradigms can be used to categorize machine learning: 

reinforcement learning, unsupervised learning, and supervised learning.  

 

In Supervised Learning, a model is trained using algorithms to discover patterns in a dataset 

of features and labels, and the model is then used to predict the labels on the features of a new 

dataset. Unsupervised learning is the process of training an algorithm utilizing data that has 

neither been classed nor labeled and allowing the algorithm to act on the data without 

supervision. Without any prior data training, the machine's objective in this case is to categorize 

unsorted data according to similarities, patterns, and differences. Clustering and association are 

the two groups of algorithms that make up unsupervised learning.  The goal of Reinforcement 

Learning is to determine how intelligent agents should behave in a given environment to 
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maximize the concept of cumulative reward. It is used by a variety of programs and machines 

to determine the optimal course of action to pursue in a given circumstance. In contrast to 

supervised learning, where the training data includes an answer key, reinforcement learning 

relies on the reinforcement agent to select how to carry out the job at hand. In supervised 

learning, the answer is already known, therefore the model is trained with that answer. It is 

obligated to gain knowledge from its experience in the absence of a training dataset. The 

machine learning paradigms has been illustrated in figure 2.1. 

 

 

Fig 2.1:  Machine learning paradigms 

Due to the fact that data is currently very valuable, analysis and interpretation of data to provide 

effective results will also advance with technology. In machine learning, supervised and 

unsupervised types of tasks are both dealt with, and often a classification-type problem serves 

as a source for knowledge discovery. The main focus is on developing a system self-efficient 

so that it can perform computations and analysis to produce much more accurate and precise 

findings (Chandel et al., 2019). It creates resources and uses regression to make precise 

predictions about the future. Data can be transformed into knowledge by applying statistical 

and probabilistic algorithms. Sampling distributions are used as a conceptual framework for 

statistical.  
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2.2 Preliminaries of Sales Prediction 

 

Sales prediction is the practice of projecting the volume of goods or services a sales unit will 

sell in the future in order to estimate future revenue. Sales forecasting is crucial in many 

industries and aids in increasing a company's sales by allowing for the creation of future plans. 

Due to the exponential increase of the vast volume of data used in e-commerce transactions, 

the industry has significant hurdles in identifying an accurate data mining technique and 

successful prediction strategy (Seyedan and Mafakheri, 2020). The ability to predict sales is a 

crucial requirement for effective enterprise planning and decision-making, which enables 

businesses to effectively plan their operations. The planning of warehouse locations by the 

sales and marketing department of the warehousing department is significantly influenced by 

sales forecasting. Equivalently, sales data can more accurately predict future sales trends. A 

sales forecast is, at its most basic level, a prediction of how the market will react to a company's 

marketing initiatives. The goal of sales prediction is to estimate future sales for businesses 

including supermarkets, grocers, eateries, bakeries, and patisseries.  

 

The importance of sales forecasting extends throughout a business. Sales forecasting assists the 

business in reducing the stock of items whose sales are expected to decline and raising it for 

the goods whose sales are anticipated to rise, which will result in a rise in the firm's sales and 

the representation of the sales output variable. Predictions are used by finance to create budgets 

for recruiting new employees and planning capacity, and production schedules operating cycles 

using sales forecasts. The trend in sales volume over time is displayed in a company's sales 

analysis report. The results of a sales analysis report indicate whether sales are rising or falling. 

The company may evaluate the report's trends whenever it wants to choose the most appropriate 

course of action. Reports on sales analysis are used by the business to pinpoint market 

opportunities and potential growth areas. Sales analysis reports from larger organizations might 

only provide information for a certain region, division, or subsidiary. Actual sales are 

contrasted with anticipated sales in the sales analysis report. The key objective of sales 

forecasting is to assist the company in determining its goals and modifying its approach to 

increase productivity in the upcoming years. 
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2.3 Machine Learning Algorithms 

ML is capable of handling complicated data, including time series, categorical variables, text, 

pictures, fuzzy elements, and other variables, from several perspectives (Cadavid, Lamouri and 

Grabot, 2018). However, Regression is the preferred way for solving problems like sales 

forecasting, and using machine learning regression algorithms can produce results that are 

superior to those of traditional time series methods. In comparison to more conventional time 

series analytical techniques, machine learning algorithms like Linear Regression, Decision 

Tree Regression, Random Forest Regression, and XGBoost can assist uncover superior results. 

 

2.3.1 Linear Regression 

It is a supervised learning-based machine learning algorithm. It executes a regression 

technique. Regression uses independent variables to model a predetermined prediction value. 

It is mostly used to determine how variables and forecasting relate to one another. In other 

words, it can be referred to as a parametric technique that utilizes a set of independent variables 

to predict a continuous or dependent variable. This method is referred to as parametric since 

many assumptions are based on the data set. 

It carries out the duty of predicting a dependent variable's or target variable's value (y) based 

on an independent variable that has been provided (x). Therefore, x (the input) and y (the 

output) are found to be linearly related by this regression technique (output). The straight-line 

equation as shown in figure 2.2 is the simplest representation of a simple linear regression 

equation as shown below with one dependent and one independent variable:  

y = m * x + c 

in which y is a dependent variable. 

X is an independent variable (sale of a particular product) 

M is the average of all sales (slope of the line) 

C stands for the line's coefficient. 
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Fig 2.2: Linear Regression 

Similarly, for multiple variable, the equation is represented as below: 

y = m1 * x1 + m2 * x2 + m3 * x3 + ………….. + mn * xn + C 

Finding the line that best fits the dependent or target variable and the independent variables of 

the data is the major objective of this approach. It is accomplished by identifying all m of the 

most ideal values. Best fit refers to a predicted value that is the closest possible to the actual 

data and has the least amount of error (Bajaj et al., 2020). 

 

2.3.2 Decision tree 

The decision tree algorithm is a member of the supervised learning algorithm family. Although 

it can be applied to problems involving classification and regression, classification problems 

are the ones that it is most often employed for. It can be used to form a classification tree with 

the root node being the first to be taken into account in a top-down fashion because it is an 

intuitive model with little bias. It is a well-known machine learning model. The internal nodes 

of the tree-structure classifier reflect the dataset features, the branches the decision rules, and 

the leaf nodes the results. By learning straightforward decision rules derived from previous 

data, a Decision Tree is used to build a training model that may be used to predict the class or 

value of the target variable (training data).  

On the basis of the dataset's features, decision-making and testing are done in decision trees. 

Using the Classification and Regression Tree Algorithm (CART), a tree is constructed which 

is presented in figure 2.3. The root node of the tree is where the prediction process for a 

particular dataset's class begins. It contrasts the root attribute's values with the record/dataset 

attribute's values. Further division of the tree into subtrees was done on the basis of comparison 
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or the responses (YES/NO). As a result, it moves on to the subsequent node by following the 

branch that corresponds to that value. The algorithm verifies the attribute value with the other 

sub-nodes once again for the following node before continuing. It keeps doing this until it 

reaches the tree's leaf node. 

 

Fig 2.3: Structure of Decision Tree 

2.3.3 Random Forest 

Random Forest (RF) Regression, a popular statistical learning technique, takes many samples 

from the initial sample forecasting and combines them with decision trees to perform them. 

The RF algorithm uses the mean of the test predictions and can be used to perform 

classification, regression, and other machine learning tasks for the ensemble. This operates by 

building a large number of decision trees shown in figure 2.4 during the training phase, and 

then generating the class, which is the mean prediction (regression) or class mode 

(classification) of the individual trees. The issue of overfitting in decision trees can be solved 

by using random forests. 
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Fig 2.4: Random Forest Regression 

It is feasible to describe Random Forest as a particular type of additive model that combines 

judgments from a series of base models to produce predictions. 

To provide a forecast that is more dependable and steadier, random forest constructs numerous 

decision trees and combines them. While increasing the number of trees, Random Forest adds 

more randomization to the layout. The hyperparameters of Random Forest for bagging are 

similar to those of a decision tree or a classifier. When breaking a node, it searches for the best 

feature from a random subset of characteristics rather than the most suitable feature. In general, 

a better model is produced as a result of the great diversity this produces. Because it only 

chooses a small portion of the features from each node to break, random forest is popular for 

its faster prediction performance and reduced memory usage. 

 

2.3.4 XGBoost Regressor 

The distributed gradient boosting library, XGBoost, is an optimized and highly accurate 

implementation constructed primarily to enhance the performance and computational speed of 

machine learning models. It is intended to push the limits of processing power for boosted tree 

methods. Under the Gradient Boosting framework, it implements machine learning techniques. 

In the same manner as GBDT/GBM, XGBoost offers parallel tree boosting. Utilizing a level-

wise approach, it assesses the quality of splits at each potential split in the training set by 

scanning through gradient values and using these partial sums. 

Gradient boosting is a variation on the concept of "boosting," in which new models are built to 

forecast the errors or residuals of older models, which are then combined together to provide 
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the final prediction. Since a gradient descent approach is used to reduce loss when introducing 

new models, it is an extension of boosting. This strategy handles challenges involving 

predictive modeling for both regression and classification. It's possible that this is an ensemble 

learning technique that integrates numerous decision trees to create a final prediction model. 

This approach is based on the idea that a group of weak learners can, through the boosting 

process, be united to create a strong learner. 

A group of deep decision trees are trained iteratively by GBDTs, which use the error residuals 

from one model's previous iteration to fit the model that comes after it. The weighted average 

of all the tree predictions represents the final prediction.  

Let h(x) be the new tree that was added to the model and let F(x) be the complete model after 

the t-1 round as represented in below equation: 

F0= 0 

Ft (x) = Ft-1(x) +h(x) 

Each new function is an effort to fix the errors in the model created in earlier iterations. 

Therefore, the residual Ft-1 (x) must be predicted by the new function(x) as per figure 2.5.  

 

 

Fig 2.5: XGBoost basic architecture 

 

2.4 Related Works  

In this project, variety of data mining approaches has been used to forecast retail sales. The 

relevant work is also discussed in this section to help us become comfortable with the task, 

which entailed estimating the sales on any given day at any retailer. Many writers have used 

machine learning algorithms to predict sales as well as analyze predicted sales. The sales 

forecasting research is briefly summarized in this section.  



12 

 

Using historical sales data, Cheriyan et al. (2018) examined the benefits of ML algorithms over 

conventional data mining techniques. The findings are summed up in terms of the dependability 

and accuracy of effective prediction and forecasting systems. According to the investigations, 

the Gradient Boost algorithm provides the best fit and displays the highest level of classification 

matrix accuracy. 

The predicting problems in online business transactions were examined by Chandel et al. 

(2019), who also suggested a stacked generalization method made up of sub-level regressors. 

After that, it put the general model and each classifier's results to the test. When additional data 

is used, this method will make significantly better predictions. The variation between the 

suggested model and random forest is not statistically significant, hence the proposed method 

can forecast demand because it is accurate with fewer data. The sales of the big retail companies 

are forecasted using the XGBoost regressor and gradient-based algorithm. 

Seyedan and Mafakheri (2020) give a review paper that lays the way for a critical debate of 

BDA applications in SCM by emphasizing a number of important discoveries and outlining the 

current difficulties and gaps in BDA applications for demand forecasting in SCs. A variety of 

directions for more research are then presented in the paper's conclusion in light of this. 

Bajaj et al. (2020) proposed another machine learning algorithm to envisage the pattern of sales 

and the quantities of the products to be sold keeping in view the sales of previous years. 

Random Forest model was found as a suitable method for their study.  

In order to pre-process raw data collected from a big mart for missing data, anomalies, and 

outliers, Meghana et al. (2020) used the random forest and XG booster methods. The findings 

were then predicted using an algorithm, and the best model was predicted after a comparison 

of all the models. The random forest approach and XG Booster technique are the best models 

for forecasting sales in the large mart, according to their analysis of the accuracy of the 

predictions made by the various models. 

Sengar et al. (2019) analyze the optimal form in order to forecast the stock market's rate. 

Diverse presentations and objects must be considered as details in the investigation process, 

and processes cannot be entirely divided. Therefore, all of the data was reprocessed and then 

modified for analysis. Support vector machine and random forest are the two algorithms that 

were used in this paper. By comparing the accuracy of the two methods, it was discovered that 

the random forest algorithm performed best for market price prediction. 
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Sadia et al. (2019) analysis of the best form predicts the stock market's pace. Support vector 

machine and random forest are the two algorithms that were used in the investigation 

procedure. By comparing the accuracy of the two algorithms, it was discovered that the random 

forest method performed best for market price prediction. 

The need for the organization to invest in forecasting approaches over conventional methods 

is covered in the paper published by Behera and Nain (2019) along with a study of machine 

learning trends utilized in the demand and sales forecasting sector from 2009 to 2017.  

Punam et al. (2018) introduce the prediction of sales of goods by two-level approaches, which 

is a statistical model that makes use of MAE values. In that case, a variety of algorithms, 

including KNN, Support Vector Regression, Linear Regression, and Regression Tree, are used 

to evaluate the Squared Error Value. 

A software solution for predicting future sales based on historical sales data is suggested by 

Kadam et al. (2018) Prior to training, the raw data is first evaluated and preprocessed. To get 

to a conclusion, the output of two algorithms is compared. These include multiple linear 

regression and random forest. With the help of random forest and multiple linear regression 

models, this approach is utilized to forecast future sales for large retail companies. Iakovou, 

Kanavos and Tsakalidis (2016) have presented a study on modeling and forecasting consumer 

behavior using data on supermarket merchandise. They explicitly suggested a new approach 

for product recommendations based on an analysis of each customer's purchases. 

Cadavid, Lamouri and Grabot (2018) attempted to examine representative ML applications in 

SCM, with a focus on the particular field of Demand and Sales Forecasting (D&SF) using 

conventional techniques. In the field of finance, Shah, Isah and Zulkernine (2019) offered a 

succinct overview of stock markets and a taxonomy of stock market prediction methodologies 

in stock analysis and prediction. 

The authors (Dairu and Shilong, 2021) target forecasting the future costs of valuable metals 

like diamond, utilizing Gradient Boost algorithm, intending to get the most precise 

consequence of all. XGBoost includes an approximation method for exact greedy algorithms, 

in-memory data storage for parallel learning, cache-aware prefetching, and out-of-core 

processing. With XGBoost, users may manage a bigger dataset and run it more quickly. 
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CHAPTER 3 

METHODOLOGY AND DESIGN 

 

3.1 Methodology Overview 

This section will cover the methodology and proposed architectural design used to build the 

predictive models required for Sales Forecasting.  

 

Data science projects, like predictive models, do not have a lifecycle with well-defined steps 

like Software Development Life Cycle (SDLC). Usually, data science project workflow 

contains the repeated hold-ups and iteration. It’s a very time-consuming process. Even if in a 

real-life business scenario, it takes months, even years, to get to the endpoint where the 

developed model starts to show results. As part of the implementation of this project, a standard 

workflow of a data science project which is based on one of the oldest and most popular-CRISP 

DM is followed. CRISP-DM (CRoss-Industry Standard Process for Data Mining) methodology 

provides a structured approach to planning a data mining project which is now broadly adopted 

in the genre of data science and ML. Using this methodology, the architectural diagram of the 

proposed system is designed to produce an effective data product whereas this data product is 

a dashboard to facilitate decision-making to solve a business problem. However, to reach the 

end goal of producing data products, step by step workflow process is illustrated in figure 3.1:  

 

Fig 3.1: Data Mining process model using CRISP-DM methodology 
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3.2 Proposed System Architecture 

Following the described methodology of CRISP-DM, the proposed work suggested the 

following architecture shown in figure 3.2 to forecast sales of different items at different outlet 

locations. Figure depicts the suggested system's architecture diagram.  

 

 

Fig 3.2: Architecture of proposed system 

As part of the proposed architecture, the project begins by understanding the business context 

and identifying data requirements. Relevant data from the Kaggle repository would be collected 

with the train and test datasets.  After that, these datasets go through a preliminary data 

exploration analysis which includes univariate and bivariate analysis. In later stage data 

preparation consisting the method of pre-processing is performed which takes care of missing, 

error values and outlier correction in the dataset. selected features are also modified in this 

stage. furthermore, feature transformation is also conducted for creating new features from 

existing features. Lastly, dataset preparation is completed for the deployment of ML 

Algorithms. The selected four algorithms would then be applied and trained using the train data 

to develop the predictive models. This performance of the models would be tested using the 

test data to determine the model with the most accurate predictive performance. At last, the 

deployment part, software prototype will be created to integrate with the model. Best fit model 
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will be chosen for the system deployment. In that, the data will be visualized from the interface 

and any user can show the item sales inserting the input of item and outlet identifier.  

 

3.2.1 Business Understanding 

The objectives and requirements of the project are the main emphasis of the business 

understanding phase. The areas of the business that need to be explored must be determined, a 

business model must be created if necessary, the analysis' expectations must be outlined, the 

goal must be defined, a hypothesis must be formed, and resources for data collection must be 

located. The objective of this project is to develop a prediction model to determine the sales of 

each product at a certain store. Our area of study in this project is using the sales data. As a 

result, we'll strive to comprehend the characteristics of the goods and the establishments that 

are important for boosting sales. In this step, a number of hypotheses like product level or store 

level are developed by looking at the project goal. As per the Initial understanding, product 

level hypothesis can be with the parameter of product brand, offers, advertisements, usage, 

packing process whereas store level hypothesis can be generated with the location of store, 

population in the location of store, type of store location, size of store, customer relationship 

with store people, advertisements, local need fulfillment, competitors etc. which will affect the 

sales. To simplify this hypothesis, one example can be presented for better understanding. For 

example, branded product can be sold higher in one store basing on the customer’s requirement 

as per store location. But it will not be assumed for all stores. Similarly, many more hypothesis 

can be generated for better understanding of the requirements.  

 

3.2.2 Data Understanding 

The Data Understanding phase builds on the Business Understanding phase's foundation by 

emphasizing the identification, gathering, and analysis of data sets that can be useful to the 

project. The necessary information is obtained either through web scraping or from reputable 

sources like GitHub or Kaggle. Selecting the appropriate data is crucial since it will reveal 

whether the initial hypothesis was correct. This phase also includes data description, which 

includes the characteristics of the data, such as its format, quantity of records, or field 

identifiers, as well as data exploration, which includes data analysis, visualization, and the 

identification of correlations between the data. In this step, the accuracy of the data obtained 
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from multiple sources is also confirmed, and the business objectives are taken into 

consideration in order to comprehend the data. 

 

3.2.2.1 Exploratory Data Analysis 

An exploratory analysis must be carried out in order to clearly comprehend the nature of the 

chosen data. A strategy for analyzing datasets using statistical graphics and other data 

visualization techniques is called Exploratory Data Analysis (EDA). It summarizes main 

characteristics or features of data, variables and corresponding relationships. The exploratory 

analysis includes two types of analysis i.e., univariate which deals with only one attribute and 

bivariate which deals with two attributes that are conducted on data, to summarize and find 

patterns in the data Target Variable.  

 

A. Univariate Analysis 

 

The simplest types of data analysis, known as univariate analysis, focus on one variable (or 

data column) at a time. As part of the Univariate analysis, to explore all the individual variables, 

count plots are being used to gain some insights with data visualization. 

 

B. Bivariate Analysis 

 

Any concurrent relationship between two variables or qualities is a definition of Bivariate 

Analysis. It investigates how two variables interact as well as any differences between the two 

variables and their possible causes.  

Univariate and Bivariate Analysis on selected dataset are briefly discussed in chapter – 4 with 

the visual explanation. 

 

3.2.3 Data Preparation 

This phase involves three sub-steps: selection, pre-processing, and transformation, and it 

prepares the final data set(s) for modeling. To start, choose the data for analysis by examining 

their uniformity, reasonableness, and consistency. The data is then assessed during the pre-

processing stage and, depending on its importance, is either included in or eliminated from the 

main data that will be studied. 
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The chosen sales dataset may need to go through a number of processes, each of which is 

essential for testing the accuracy of the sales forecast, in order to build a model that can predict 

results. Raw data is the foundational stage of all data and the original source of judgments 

based on data. Data must be developed before being used in machine learning algorithms 

because it cannot be used in its natural form due to the manner it was gathered. Visualization 

and the creation of analytical statements are not possible without processing the raw data. Prior 

to making any choices regarding its utilization or not, the objective is to ascertain what kind of 

information is required. 

 

3.2.3.1 Data Cleaning  

For the purpose of developing models, data must be properly prepared and cleansed. The 

acquired data is placed through a "cleaning" process to make sure it is properly categorized and 

that any discovered information gaps are filled with the pertinent data. In a nutshell, data 

cleaning involves correcting or eliminating inaccurate, damaged, improperly formatted, 

redundant, or incomplete data from a dataset. Any of the following 4 steps can be mapped as a 

component of this cleaning procedure shown in figure 3.3. 

 

Fig 3.3: Data Cleaning process 

The process of developing predictive models can be severely hampered by missing data 

because those values may contain crucial information that would enable more accurate 

forecasts. Therefore, performing missing data imputation becomes crucial. Depending on the 

issue and the data, many approaches can be used to handle missing values. Here are a few of 

the standard methods: 
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(a) Row deletion: Any observations in a dataset that have missing values for any 

variable are eliminated. Loss of information and a decrease in the model's predictive 

power are two disadvantages of the strategy. 

(b) Mean/Median/Mode Imputation: When a variable is continuous, missing values 

can be imputed using the mean or median of all previously recorded values for the 

variable. In the case of categorical variables, the mode of the available values might 

be used to replace the missing values. 

(c) Creating a Prediction Model: A predictive model can also be created to impute 

missing data in a variable. In this case, the missing data variable will be used as the 

target variable while the other variables will serve as predictors. Two datasets from 

our data can be generated, one without missing values for that variable and the other 

with missing values. The training set from the first set would then be used to apply 

the predictive model to the second set in order to forecast the missing value. 

 

3.2.3.2 Feature Engineering 

The feature engineering process is a key component of all machine learning models. Raw data 

is converted into features that can be used in machine learning algorithms, such as predictive 

models, during the preprocessing processes. As outcome variables and predictor variables 

make up predictive models, the most practical predictor variables are produced and chosen for 

the predictive model during the feature engineering phase. The four major processes of feature 

engineering in machine learning (ML) are feature creation, feature transformation, feature 

extraction, and feature selection. During the data exploration phase, our data set may undergo 

some modification. These sorts of fluctuation from the data set are addressed through feature 

engineering, which improves the predictive model. 

 

3.2.3.3 Encoding Categorical Values 

For the correlation and regression analysis, converting categorical variables to numerical 

variable is required. To increase the effectiveness of the Machine Learning model, the 

categorical data can be transformed into numerical data. For this procedure, the two following 

methods will be used: 
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(a) Label encoding: This method assigns a number to each category in a variable. 

Ordinal variables under categorical values are better suited to it. 

(b) One hot encoding: This technique involves converting each category of a 

categorical variable into a fresh binary format (1/0) and adding it as a feature. 

Comparing each level of the numerical variable with a predetermined starting point is 

one of the most widely used techniques. 

Both of the aforementioned methods will be used in this project to encode categorical values 

for the data set that was used. 

 

3.2.3.4 Data Correlation 

Data correlation is a technique for determining the link between variables and for making 

predictions about one attribute based on another attribute. The correlation will be positive if 

increasing one feature results in a rise in another feature, and negative if increasing one feature 

results in a decrease in another. There is no correlation if there is no relationship between any 

two attributes. 

The attributes with negative correlations can be eliminated to increase the effectiveness of the 

machine learning model. It is a statistic that measures the linear correlation between the two 

variables X and Y. The range of correlation values is from -1 to 1. 

The following correlations exist:  

(a) negative correlation: 0 and >= -1  

(b) positive correlation: > 0 and = 1  

(c) no correlation: 0 

The correlation plot demonstrates the relationships between each and every pair of potential 

variables in the data. The stronger the connection between the variables, the more important it 

is to take into account the correlation. 

 

3.2 4 Splitting of Train and Test Data 

Fitting data into the algorithm and teaching it to spot patterns is one of the most crucial steps. 

Once the model has learned the pattern, another dataset must be fed to it in order to predict the 
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result. Two distinct datasets are not imported for the train and test portions of this project in 

order to prevent overfitting. Thus, splitting is carried out within a single dataset. Furthermore, 

the ratio of spitted data can be readjusted also for getting the better accuracy.  

 

3.2.5 Model Building 

Machine Learning prediction models are trained in this process and then later on evaluated 

using the data. When the data set is ready for usage, a predictive machine learning model is 

created by learning from the training data. Either developing a classification model (if the goal 

variable is qualitative) or a regression model (if the target variable is quantitative) depending 

on the data type of the target variable. 

3.2.6 Model Evaluation 

Model evaluation helps in examining which algorithm is most appropriate for the given dataset 

in a specific problem. This approach evaluates the performance of various machine learning 

models using the same input dataset. The technique of evaluation emphasizes the importance 

on how well the model predicts the final outcome. 

 

3.2.6.1 Model Evaluation Techniques 

The two categories of techniques used to evaluate a model's performance are holdout and cross-

validation. In the holdout approach, the dataset is partitioned into three subsets at random: the 

train, validation, and test datasets. While in cross-validation, the initial observation dataset is 

divided into a training set (used to train the model) and an independent set (used to evaluate 

the analysis). The most popular cross-validation method uses k-fold cross-validation, which 

divides the original dataset into k folds of equal size. The k is a user-specified number that is 

typically recommended to have a value of 5 or 10. This is performed k times, with each time 

using one of the k subsets as the test set/validation set and combining the remaining k-1 subsets 

to create the training set. To determine our model's overall efficacy, average of the error 

estimation across all k trials will be calculated. 

 

3.2.6.2 Model Evaluation Metrics 

Metrics for model evaluation are needed to measure model performance. Based on a specific 

machine learning task (such as classification, regression, ranking, clustering, topic modeling, 
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among others), the evaluation metrics are chosen. Classification Accuracy, Confusion Matrix, 

Logarithmic Loss, Area Under Curve (AUC), and F-Measure are the evaluation measures for 

the classification task. Whereas Mean Absolute Error and Root Mean Squared Error are the 

most frequently used measures for evaluating regression specific problems (Narkhede et al., 

2020). The problem statement for this project is a regression task. As a result, the model will 

be examined using metrics for regression. 

 

A. Mean Absolute Error (MAE) 

It represents the mean of the absolute differences between the model's forecasted value and the 

actual value as shown below: 

𝑀𝐴𝐸 =  
1

𝑁
∑

𝑁

𝑖=1

|𝑦𝑖 − 𝑦̂𝑖| 

where, N = total number of data points, 𝑦𝑖 = actual value, 𝑦̂𝑖 = predicted value 

 

B. Root Mean Squared Error (RMSE) 

The Root Mean Square Error (RMSE) is the square root of the difference between the given 

data's expected and actual values. The Root Mean Square Error can be calculated by taking the 

square root of the MSE. It is the most common metric evolution method applied to regression 

issues. It is predicated on the idea that errors are unbiased and has a normal distribution. When 

the RMSE is higher, there are significant differences between the expected and actual values. 

The mathematical representation has been shown below: 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑

𝑛

𝑗=1

(𝑦𝑗 − 𝑦̂𝑗)2 

where, n = total number of data points, 𝑦𝑗= actual value, 𝑦̂𝑗= predicted value 

 

C. R squared (R²) 

R-squared calculates the percentage of the dependent variable's variance that is accounted for 

by the independent variable. A common metric used to assess model accuracy is R squared. It 

indicates how closely the data points match the fitted line produced by a regression method. A 

better fit can be determined by a higher R squared value. This aids in establishing the 

relationship between the independent and dependent variables. 
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R² scores varies between 0 and 1. The R² value should be as near to 1 as possible. If R² is equal 

to 0, the model is not outperforming a random model. The regression model is incorrect if R² 

is negative. It is the ratio between the squares' sum and their combined sum as shown in below: 

𝑅2 =  1 −  
𝑆𝑆𝐸

𝑆𝑆𝑇
 

where SSE (Sum of Squared Errors) is the sum of the squares of the differences between the 

actual value and the forecasted value shown in the following equation: 

𝑆𝑆𝐸 =  ∑

𝑚

𝑖=1

(𝑦𝑖 − 𝑦̂𝑖)2 

Total sum of squares, or SST, is the sum of the squares representing the difference between 

the actual value and its mean as presented in below equation: 

 

Here, 𝑦𝑖 is the actual target value that was seen, 𝑦̂𝑖 is the actual value that was predicted, and 

y-bar is the mean value. m is the total number of observations. 

 

3.2.6.3 Feature Importance 

The concept of "feature importance" refers to the process of giving values to the features that 

make up a predictive model, which assesses how beneficial a given variable is to the model 

and prediction being used at the time. The feature importance scores reveal information about 

a given model, including which features are most and least crucial to the model's ability to 

make predictions. It could be applied to improve a predictive model. Using the importance 

scores, one may choose which features to keep (those with higher ratings) and which to discard. 

This kind of feature selection can make the modeling problem simpler, speed up the modeling 

process, and in some situations, enhance model performance. 

 

3.2.7 Deployment 

If the customer cannot access the results of the model, it is not very useful. Therefore, 

deployment should be seen in terms of what is necessary to really utilize the project's results. 

The report may be straightforward or sophisticated based on the nature of project, such as 

implementing a real-time, live predictive model. In this phase, a deployment plan is developed, 
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final reports are made, and the entire process is examined to search for errors and determine 

whether any processes need to be repeated. This strategy is established to track and manage the 

outputs of the data mining model in order to assess their utility. 

 

3.3 Implementation Platform and Language 

The process of analyzing big data and extract knowledge-rich information from that data is 

challenging. Therefore, in order to extract the information from complicated datasets and make 

better decisions going forward, there is a need of strong and efficient data mining tool. R is an 

effective and cost-free open source data mining technology that are employing in this project. 

R comes with a number of built-in packages like ggplot2, VIM, corrplot, data.table, dplyr, 

caret, and others that help us be more productive. R is an open-source programming language 

and environment for data analysis. Data analysis is a crucial component of statistics and 

involves the process of converting data into knowledge, insight, and understanding. It enables 

users to carry out a variety of crucial operations for the efficient processing and analysis of big 

data. R has a wide range of pre-built statistical modeling techniques and machine learning tools 

that let users build data products and conduct reproducible research. Despite the fact that other 

programs can also be used to handle large amounts of data, R really stands out when it comes 

to data analysis because of the vast array of third-party algorithms and built-in statistical 

formulae it offers. Data processing, comparison of several model possibilities, and result 

visualization are crucial for developing a robust and trustworthy statistical model. From the 

literature review, For more noticeable results, Shinde et al. (2017) introduced Random Forest 

(RF) and Latent Dirichlet Allocation (LDA) in the R package. By analyzing fertility-related 

large data and building a mathematical model to more accurately anticipate these possibilities, 

the author conducted case studies to demonstrate the theory in a realistic manner. The 

interactive nature of the R language encourages investigation, explanation, and presentation, 

which is why it has become so widely used.  

 

An integrated development environment (IDE) for R and Python is called RStudio. It has a 

console, a syntax-highlighted editor that allows for direct code execution, tools for graphing, 

history, debugging, and workspace management. There are desktop versions of RStudio that 

are both open source and commercial (Windows, Mac, and Linux). In this project, The RStudio 

Desktop version has been used which was Open source. In addition to that, as part of the 

development of application software prototype, the project’s graphical user interface was 
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created using R Shiny. In order to provide an elegant and simple-to-use web framework for 

creating web apps in R, the team at RStudio, PBC created the open source Shiny package. With 

the help of Shiny, R users can build amazing apps, dashboards, and interactive maps. It enables 

the creation of interactive web page applications directly from R without the need for prior 

knowledge of HTML, CSS, or JavaScript. After loading the dataset into RStudio, data 

exploration, visualization, cleaning, imputation, and prediction are carried out. A machine with 

Windows 10 pro, 16GB of RAM, and 256 GB SSD is used to conduct the experiment.  
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CHAPTER 4 

IMPLEMENTATION  

 

4.1 Dataset Collection and Description 

This chapter provides an overview of the detail analysis of dataset with pictorial representation 

as well as the implementation of model and solution prototype. This chapter sequentially 

emphasizes on the construct of the data set and the mechanism of the experiments, analysis of 

the data with data modeling tasks, the graphical user interface of solution prototype and 

performance evaluation of the predictive models developed by the algorithms. 

 

The dataset used for this project consisted of item sales of different outlets of supermarkets. 

The data was derived from an online open-source data repository, Kaggle. The dataset 

comprises both categorical, numeric input variables, and a continuous output variable, hence 

the regression task. The dataset comprises train and test sets. There are 8523 different items in 

the train set, each with 12 attributes (11 input variables, and an output variable). The products 

are spread throughout different cities and locations. The test set contains 5681 observations 

with 11 attributes. The sales for the test dataset is to be predicted. The feature list of the dataset 

has been shown in Table 4.1: 

Table 4.1: All attributes in the dataset 

 

1. Item_Identifier - A special identifier for every product. 

2. Item_Weight – Weight of the product. 

3. Item_Fat_Content – The product's fat content. 

4. Item_Visibility – Percentage of a store's overall display space devoted to a product. 

5. Item_Type – Category of products. 

6. Item_MRP – The item's list price. 

7. Outlet_Identifier - Individual identification number for every store. 

8. Outlet_Establishment_Year – The founding year of each store. 

9. Outlet_Size - The store's size. 

10. Outlet_Location_Type - The classification of the city where the store is situated. 

11. Outlet_Type - Whether the outlet is a supermarket or a grocery shop. 

12. Item_Outlet_Sales - Product sales for each store. 
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The attribute Item Outlet Sales, which is the target variable that will forecast out of these 

attributes, is the response variable, while the other attributes are utilized as the predictor 

variables. This dataset contains a wide range of underlying patterns shown in figure 4.1 that 

shed light on the subject forecast. 

 

 

Fig 4.1: Structure of data 

Sample preview of train and test datasets are shown in the table 4.2 and 4.3: 

 Table 4.2: Preview of Train Dataset 

 

Table 4.3: Preview of Test Dataset 

 

 

4.2 Data Analysis and visualization 

All the graphs in this project were produced using the ggplot2 tool. Target variable Item Outlet 

Sales may be seen by visualizing its histogram because it is a continuous variable. From Figure 

4.2, Item Outlet Sales is a right-skewed variable, so treating its skewness would require some 

data processing. 

Item_Identifier Item_Weight Item_Fat_Content Item_Visibility Item_Type Item_MRP Outlet_Identifier Outlet_Establishment_Year Outlet_Size Outlet_Location_Type Outlet_Type Item_Outlet_Sales

FDA15 9.3 Low Fat 0.016047301 Dairy 249.8092 OUT049 1999 Medium Tier 1 Supermarket Type1 3735.138

DRC01 5.92 Regular 0.019278216 Soft Drinks 48.2692 OUT018 2009 Medium Tier 3 Supermarket Type2 443.4228

FDN15 17.5 Low Fat 0.016760075 Meat 141.618 OUT049 1999 Medium Tier 1 Supermarket Type1 2097.27

FDX07 19.2 Regular 0 Fruits and Vegetables 182.095 OUT010 1998 Tier 3 Grocery Store 732.38

NCD19 8.93 Low Fat 0 Household 53.8614 OUT013 1987 High Tier 3 Supermarket Type1 994.7052

FDP36 10.395 Regular 0 Baking Goods 51.4008 OUT018 2009 Medium Tier 3 Supermarket Type2 556.6088

FDO10 13.65 Regular 0.012741089 Snack Foods 57.6588 OUT013 1987 High Tier 3 Supermarket Type1 343.5528

FDP10 Low Fat 0.127469857 Snack Foods 107.7622 OUT027 1985 Medium Tier 3 Supermarket Type3 4022.7636

Item_Identifier Item_Weight Item_Fat_Content Item_Visibility Item_Type Item_MRP Outlet_Identifier Outlet_Establishment_Year Outlet_Size Outlet_Location_TypeOutlet_Type

FDW58 20.75 Low Fat 0.007564836 Snack Foods 107.8622 OUT049 1999 Medium Tier 1 Supermarket Type1

FDW14 8.3 reg 0.038427677 Dairy 87.3198 OUT017 2007 Tier 2 Supermarket Type1

NCN55 14.6 Low Fat 0.099574908 Others 241.7538 OUT010 1998 Tier 3 Grocery Store

FDQ58 7.315 Low Fat 0.015388393 Snack Foods 155.034 OUT017 2007 Tier 2 Supermarket Type1

FDY38 Regular 0.118599314 Dairy 234.23 OUT027 1985 Medium Tier 3 Supermarket Type3

FDH56 9.8 Regular 0.063817206 Fruits and Vegetables 117.1492 OUT046 1997 Small Tier 1 Supermarket Type1

FDL48 19.35 Regular 0.082601537 Baking Goods 50.1034 OUT018 2009 Medium Tier 3 Supermarket Type2

FDC48 Low Fat 0.015782495 Baking Goods 81.0592 OUT027 1985 Medium Tier 3 Supermarket Type3
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Fig 4.2: Plot of Target variable Item_Outlet_Sales 

 

4.2.1 Univariate Analysis 

The independent numeric and categorical variables from the dataset are plotted using their 

histograms to visualize their distributions.  

 

A. Distribution of Independent Numeric Variable   

 

Following observations can be drawn from the distribution of Independent Numeric Variable 

shown in figure 4.3. 

(a) Item_Weight – Item_Weight hasn't shown any obvious patterns. Item_Outlet_Sales are 

randomly distributed throughout the full Item Weight range. 

(b) Item_MRP – Item_MRP has four different distributions. 

(c) Item_Visibility - Right-skewed pattern in Item Visibility, with a minimum value of 0 

having the maximum number of counts. 
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(a) (b) 

 

(c) 

Fig 4.3: Distribution of Independent Numeric Variable (a) Item_Weight, (b) Item_MRP,  

(c) Item_Visibility   

 

B. Distribution of Independent Categorical Variable   

Only a finite set of values can be assigned to an independent categorical variable or feature. 

Item_Fat_Content's count plot, which includes the two categories Low Fat and Regular Fat 

written under separate identifier names, is shown. It has been noted that majority of the items 

contain low fat content. Even though there are two different sorts of fat content, they are 
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mentioned by various ways such as ‘reg’ rather than ‘Regular’ and ‘low fat’, ‘LF’ rather than 

‘Low Fat’. Similar categories of Regular and Low-Fat item have been combined and same 

figure plotted again as shown in figure 4.4 and 4.5 respectively. It is noted that there are more 

Low fat products available than regular ones. 

  

Fig 4.4: Plot for Item_Fat_Content Fig 4.5: Plot for combined Item_Fat_Content 

 

The count plot for all categorical variables shown in figure 4.6 depicts the following 

realizations- 

(a) The plot for Outlet_Size shows that 4016 of the data in Outlet_Size are either blank or 

missing. The missing values in the Outlet_Size can be handled using bivariate analysis. 

In addition, only a small percentage of the outlets are high or huge in size. 

(b) It is also evident from the count of this distribution of Item_Type that majority of the 

items are ‘Fuits and Vegetables’ with "Snack Foods" having the second-highest item 

count. On other hand, ‘Seafood’ is the least counted item.  

(c) Highest no of outlets is OUT027 and OUT013 sequentially and OUT019 contains the 

lowest no outlets which is visible from Outlet_Identifier plot.   

(d) Maximum outlets are Supermarket Type1 in the classification of Outlet_Type.  

(e) Outlet_Establishment_Year displays a store's age. Comparatively fewer outlets were 

founded in 1998 than in previous years. The oldest store has opened in 1985 and the 
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newest one has opened in 2009. During 1999 - 2009 approximately equal number of 

outlet stores were being opened with supermarket type being the most opened. 

(f) Tire 3 is the highest counted Outlet_Location_Type.  

 

 
 

(a) (b) 

 

 

(c) (d) 
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(e) (f) 

  Fig 4.6: Distribution of Independent Categorical Variable (a) Outlet_Size, (b) Item_Type, (c) 

Outlet_Identifier, (d) Outlet_Type, (e) Outlet_Establishment_Year, (f) Outlet_Location_Type 

 

4.2.2 Bivariate Analysis 

4.2.2.1 Impact of Sales Vs Numeric Variables  

This visualization shown in  figure 4.7 will discover the impact or hidden relationships between 

the independent numeric variable (Item_Weight, Item_Visibility, Item_MRP) and the target 

variable (Item_Outlet_Sales) and findings can be used in missing data imputation and feature 

engineering. 

 
(a) 

 
(b) 
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(c) 

Fig 4.7: Impact of Item_Outlet_Sales vs Numeric Variables  

 

From figure 4.7 (a), Item_Outlet_Sales is evenly distributed throughout the whole Item_Weight 

range without exhibiting any particular pattern.  

From the relationship graph between Item_Visibility and target variable Item_Outlet_Sales as 

per figure 4.7(b), less visible items are sold more compared to more visible items. However, 

the highest dense area of (0.0) creates a dilemma because it suggests that the product is not 

visible but is sold in the greatest quantity. Additionally, there are things in the outlet that are 

utilized on a daily basis, which invalidates the null hypothesis.  

In the third plot of Item_MRP vs Item_Outlet_Sales from figure 4.7(c), 4 pricing segments are 

clearly visible that can be used in feature engineering to create a new variable. It is also 

observed that Items with higher MRP tend to sell better in most cases. 

 

4.2.2.2 Impact of Sales vs Categorical Variables  

Now, correlation between categorical variables and Item_Outlet_Sales are visualized grouped 

by the different Outlet variables like Outlet_Identifier, Outlet_Size, Outlet_Location_Type and 

Outlet_Type and Outlet_Establishment_Year shown in figure 4.8.  
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A. Item_Outlet_Sales vs Item_Fat_Content 

  

  

 

Fig 4.8: Item_Outlet_Sales vs Item_Fat_Content grouped by Outlet variables 

It is noticed that Sales of Low Fat Content is high in Medium sized outlet which is located in 

Tire3 location and Supermarket Type3. Also, the outlets whose establishment year is before 

1990 has more Low Fat content sale.   
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B. Item_Outlet_Sales vs Item_Type 

The distribution of Item_Outlet_Sales among the Item_Type categories in the figure 4.9 is not 

particularly distinct and resembles that of Item_Fat_Content. Sales of Household item is high 

in every variable category of outlet.  

 

  

  

 

Fig 4.9: Item_Outlet_Sales vs Item_Type grouped by Outlet variables 
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C. Item_Outlet_Sales vs Outlet_Identifier 

From the below plots from figure 4.10, it is clearly found that OUT010 and OUT019 are small 

in size and the sale of items in these outlets are comparatively very less. Furthermore, the other 

Outlets having a larger bar plot suggests that the sale of items in these outlets are high whereas 

some items of Outlet 027 have higher sales when compared to item sales in other outlets. Also 

Outlet size of OUT027 is medium, located in Tire3 location and in our dataset, only this outlet 

is Supermarket Type3 and majority of the outlets are Supermarket Type1.  

 
 

 
 

 

Fig 4.10: Item_Outlet_Sales vs Outlet_Identifier grouped by Outlet variables 
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D. Item_Outlet_Sales vs Outlet_size 

From the below plots in figure 4.11, some missing data of Outlet Size has been found which 

affects the understanding of sales. Outlet OUT013 is only large sized outlet but not the sales 

are highest here. Grocery Store Outlet_Type has less sales value items as compared to the other 

categories. The Medium sized outlets seem to have a larger percentage of high sales items in 

comparison to the other sizes. Medium and high outlet sizes are pretty much even in sales. 

  

  

 

Fig 4.11: Item_Outlet_Sales vs Outlet_Size grouped by Outlet variables 



38 

 

E. Item_Outlet_Sales vs Outlet_Establishment_Year 

From the below plots in figure 4.12, the oldest outlet Out027 has the highest impact on the 

sales.  

  

  

 

Fig 4.12: Item_Outlet_Sales vs Outlet_Establishment_Year grouped by Outlet variables 
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E. Item_Outlet_Sales vs Outlet_Type 

According to the plots in figure 4.13, Supermarket Type1 is clearly the most frequent form of 

outlet. However, supermarket type 3 has the biggest sales and is the most profitable. 

  

 
 

 

Fig 4.13: Item_Outlet_Sales vs Outlet_Type grouped by Outlet variables 
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F. Item_Outlet_Sales vs Outlet_Location_Type 

From the below figure 4.14, Tier 3 is being the highest in sales whereas Tire 1 and 2 has the 

quite similar scenario in rest of sales. 

  
  

  
 

 

Fig 4.14: Item_Outlet_Sales vs Outlet_Type grouped by Outlet variables 
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4.3 Data Cleaning 

Following the analysis and visualization of the data, the data preparation process must be 

investigated in light of the conclusions drawn from the data visualization. There is a need to 

handle any dataset outliers and impute any missing values during this process. 

Item_Weight and Outlet_Size, two columns in the dataset, are both missing information for 

2439 and 4016 observations, respectively. Outlet_Size is a category variable and Item_Weight 

is a numeric variable. Therefore, missing values in Item_Weight were imputed with the mean 

weight based on the Item_Identifier variable as part of the missing value treatment process. 

The average or mean value cannot be imputed with Outlet_Size. For this procedure, the 

Outlet_Identifier variable's mode size is utilized. Additionally, the null values in the 

Item_Visibility field are likewise considered missing values in this instance. Item_Identifier-

wise means of the Item_Visibility variable are used in place of the Item_Visibility variable 

which shown in figure 4.15. 

Before replacing 0 After replacing 0 

 

Fig 4.15: The histogram of Item_Visibility before and after replacing zero  
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4.4 Feature Engineering 

In this dataset, From the set of Numeric values, numeric variable Outlet_Establishment_Year 

has less impact. It is no longer needed. From the set of Categorical values, 7 columns describes 

in table 4.4 has been found that need to modify or encode: 

Table 4.4: Feature selection for Feature Engineering 

Categorical values Numeric values 

Ordinal variables: 

(a) Item_Fat_Content 

(b) Outlet_Size 

(c) Outlet_Location_Type 

 

Nominal variables: 

(a) Item_Identifier 

(b) Item_Type 

(c) Outlet_Identifier 

(d) Outlet_Type 

(a) Outlet_Establishment_

Year 

 

From the analysis of section 4.2, Outlet_Establishment_Year, Item_Identifier and 

Outlet_Identifier columns don't have significant values so they will be dropped. Furthermore, 

all ordinal variables will be Label encoded and Outlet_Type and Item_Type column will be 

One Hot encoded.  

 

It is observed that the features of given dataset are not enough to give satisfactory prediction. 

In such scenario, this can be solved by deploying two methods for creating new features such 

as 1) Hidden Feature extraction, which consists of extracting a new set of features from the 

already existing features, and 2) External Features, which entails adding more explanatory 

factors and evaluating their significance and association with our objective variable—the 

number of sales for each product—while also adding more explanatory variables. External 

Features, which is to add more explanatory variables and checking their importance and 

correlation with our target variable, being number of sales for each product. The four categories 

of new features that has been developed for the first methodology are as follows:  

(a) Item_category. Item_Identifier was used to create the categorical variable. It was noted 

that each unique ID in the Item_Identifier property began with either FD, DR, or NC. 

So, a new column called "Item_category" was added, with the categories "Foods," 

"Drinks," and "Non-consumables."  
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Fig 4.16: Item Categories  

(b) Outlet_Years. Years of operation for outlets for which the dataset includes a new 

column Outlet_Years that identifies how old a specific outlet is.  

(c) Item_Type_new. Broader classifications for the Item_Type variable. In order to create 

a new feature, categories will be classified into perishable and non _perishable using 

the Item_Type variable.  

(d) price_per_unit_wt. One more new column named price_per_unit_wt is added with the 

value of Item_MRP/Item_Weight to find out the price per unit weight.  

Since non-consumable items in the Item_Category "NC" cannot contain any fat, there is a 

requirement to change the values of Item_Fat_Content.  

The second approach involves removing all data rows with null values and adding additional 

attributes known as explanatory variables to the data set. It is seen that the Item's MRP was 

divided into 4 chunks from the plots of Item_MRP vs. Item_Outlet_Sales. As a result, 

Item_MRP variable can be used to create 4 groups using k Means clustering. Prior knowledge 

of K, or the number of clusters intend to divide data into, is necessary for K Means clustering. 

Here the process will proceed with K=4 and add the following column to the dataset:  

(a) Item_MRP_clusters: Histogram feature for Item_MRP.  

 

4.5 Correlation 

The correlation graphic that follows displays correlation between every possible pair of 

variable and its potential pair in the processed dataset. In order to find hidden patterns among 

variables,  R program corrplot is being used here, which offers a visual exploring tool on 
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correlation matrices and permits automatic variable reordering. In the corrplot package, there 

are 7 visualization methods (parameter methods): circle, square, ellipse, number, shade, color, 

and pie. The correlation between any two variables in this project is shown by a colored square. 

Positive correlation is represented by a blueish square, whereas negative correlation is 

represented by a redish square. The square's colored area indicates the correlation's strength. 

For the purpose of deciding the next course of action, the correlation plot between numerous 

independent and dependent variables is analyzed. 

 

Fig 4.17: Diagram showing correlation among different factors 

According to the correlation plot created using the processed dataset, a growing number of 

variables are displaying their correlation, and the following are some of the key findings about 

some of the employed variables: 
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a. Because there is a negative association between Item_Visibility and 

Item_Outlet_Sales, increasing Item_Visibility can lower Item_Outlet_Sales. This 

suggests that Item_Visibility does not affect sales, which runs counter to the 

widespread belief that things with greater visibility generate higher sales. 

b. There is a positive correlation between an item's MRP (maximum retail price) and 

its in-store sales. Therefore, Item_MRP may be a crucial factor in estimating 

Item_Outlet_Sales at a specific store. 

c. The Outlet Type Supermarket_Type3 has good sales and a positive correlation as 

well. 

d. Considering that price_per_unit_wt is derived from the Item_Weight variable, 

their correlations are very strong. For the same reason, price_per_unit_wt and 

Item_MRP have a strong correlation. 

 

4.6 Predictive Model Building 

After several iterations of data preparation and processing, the appropriate dataset has been 

obtained on which to develop a predictive model. Upon partitioning data into training and 

training sets, the models were trained for each methods and evaluate their effectiveness with 

the evaluation matrices. Later on, applying the predictive model on our test data. Storing the 

result from our test data in a separate file with a predicted Item_outlet_sales column. For this 

process, different packages of R have been used for easy deployment of algorithms on both 

train and test dataset. This will serve as the regression model for this project because this project 

is predicting numerical values. Following machine learning models deployed here on training 

dataset and the model were also tested for performance analysis.  

(a) Linear Regression  

(b) Random Forest  

(c) Decision tree  

(d) XGBoost Regressor  
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These chosen algorithms employ various model-training strategies. In order to evaluate the 

effectiveness of various approaches for the use of sales forecasting, these methodologies have 

been carefully chosen. According to previously published work that has been reviewed, these 

chosen models are also used frequently in this research.  

For the models constructed in this project, 5-fold cross validation has been applied. A model's 

generalizability to new data is revealed. Furthermore, R packages and libraries such as xgboost, 

rpart, randomforest was used for model building. Also, for training the models, method ‘lm’ 

for linear regression, ‘rpart’ for decision tree, ‘ranger’ for random forest model has been used. 

For XGBoost, the xgb.cv () function is used which comes with the XGBoost package. 
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CHAPTER 5 

MODEL EVALUATION AND RESULT ANALYSIS 

 

5.1 Model Evaluation 

As briefly mentioned in the previous chapter, Linear Regression, Random Forest, Decision 

Tree, and XGBoost Regressor are trained with the set of data using a 5-fold cross-validation 

approach that dynamically selects the training and testing with fixed proportion each time. The 

efficiency was determined using RMSE, MAE, and Rsquared value using cross validation 

methods.  

 

5.1.1 Linear Regression 

The model summary in figure 5.1 shows the resampling of dataset using 5 fold cross-validation 

and the results of RMSE, Rsquared and MAE values.  

 

Fig 5.1: Model Summary of Linear Regression 

Additionally, the diagnostic plot in Figure 5.2 displays a scatterplot of the residual prediction 

errors against the projected values and is used to see whether the predictions may be made 

more accurate by addressing issues with our data. 
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Fig 5.2: Diagnostic plot of Linear Regression 

5.1.2 Decision Tree 

The model summary in figure 5.3 shows the resampling results across the tuning parameter, 

complexity parameter (cp) using 5-fold cross-validation and the optimal value used for this 

model is cp=0.01 which makes the improved RMSE value over the linear regression model. 

Figure 5.4 shows the Cross-Validation RMSE plot for decision tree model.   
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Fig 5.3: Model Summary of Decision Tree 

 

Fig 5.4: RMSE (Cross Validation) for Decision Tree  
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5.1.3 Random Forest 

The model summary in figure 5.5 shows the resampling results across the tuning parameter, 

mtry and min.node.size using 5 fold cross-validation and the optimal value used for this model 

is no. of predictor variables, mtry = 5 and minimum size of terminal nodes, min.node.size = 20 

which makes the improved RMSE value over the decision tree model. Figure 5.4 shows the 

Cross-Validation RMSE plot for Random Forest model.   

 

Fig 5.5: Model Summary of Random Forest 
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Fig 5.6: RMSE (Cross Validation) for Random Forest  

5.1.4 XGBoost 

From the model of XGBoost, the best iteration has been found on iter=683, train-

rmse:1014.882, train-mae:722.0682; test-rmse:1083.657, test-mae:764.046 which is 

representing in figure 5.7 and 5.8.  

 

 

Fig 5.7: Model Summary of XGBoost 
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Fig 5.8: RMSE (Cross Validation) for XGBoost 

5.2 Result Analysis 

5.2.1 Result Analysis with Evaluation Metrics 

According to the findings, from the deployment of models it has been seen that Random forest 

model have the highest Rsquared value which is 0.594 whereas Rsquared value for Decision 

tree is 0.566 and linear regression model is 0.561. From this performance analysis, Random 

Forest found as better model than Decision tree and Linear Regression. Table 5.1 shows the 

comparison of Rsquared (R2): 
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Table 5.1: Performance Analysis with Rsquared value 

Model Name Rsquared (R2) 

Linear Regression 0.561 

Decision Tree 0.566 

Random Forest 0.594 

 

Results from Figures. 5.1, 5.3, 5.5, and 5.7 demonstrate the RMSE and MAE of the prediction 

models that the algorithms produced. The MAE scores for the Linear Regression, Decision 

Tree, Random Forest and XGBoost were 838.87, 812.37, 765.73, 722.068 and RMSE score 

1130.64, 1123.94, 1086.93, 1014.88 respectively. It is observed that, XGBoost Model has the 

lower RMSE and MAE value than other models.  Comparing evaluation results, Table 5.2 

demonstrates that XGBoost performed satisfactorily for all metrics tested, including RMSE 

and MAE. When compared to Linear Regression, Decision Tree, and Random Forest, XGBoost 

had the lowest error in forecasting the sales. The following table 5.2 illustrates the comparative 

analyses of the implemented algorithm based on prediction performance: 

 

Table 5.2: Performance Analysis with RMSE and MAE 

Model Name Root Mean Square Error 

(RMSE) 

Mean Absolute Error 

(MAE) 

Linear Regression 1130.64 838.87 

Decision Tree 1123.94 812.37 

Random Forest 1086.93 765.73 

XGBoost 1014.88 722.068 

 

5.2.2 Result Analysis with Feature Importance 

The model evaluation results have led us to the conclusion that Item_MRP is the most crucial 

variable in predicting the target variable, which is a common finding across all models. Except 

for Item_MRP variable, each model lists a separate set of attributes as critical features. 
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According to Figure 5.9, the decision tree model's estimation of the pricing feature relevance 

for the products Item_MRP, Item_MRP_clusters3rd, and Item_MRP_clusters2nd would be 

mostly based on sales.  

 

Fig 5.9: Feature Importance from Decision Tree 

Figure 5.10 depicts the Random Forest model's feature importance, with Item_MRP as the 

standout feature because it is significantly dependent on sales and the other characteristics don't 

even come close. These characteristics will undoubtedly have a significant impact on sales 

forecasting. 

 

Fig 5.10: Feature Importance plot from Random Forest Model 
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Additionally, Item_MRP is the most crucial variable in the XGBoost model depicted in figure 

5.11. New features like price_per_unit_wt, Outlet_Years, and Item_MRP_Clusters are also 

among the top factors to consider.  

 

 

Fig 5.11: Feature Importance plot from XGBoost 

5.3 Discussion 

The goal of this study is to evaluate how well data mining and machine learning methods 

predict the sales of particular items at outlets using a collected data through a software 

prototype for the industry usage. For the purpose of this study, the dataset was "cleaned" using 

some data preprocessing techniques. When the dataset was verified for missing values, it was 

discovered that one column had a sizable number of missing values; these missing values were 

then replaced with the column's mean and mode of size. The dataset used includes both 

category and numerical input variables; in order to make the most of the algorithms, the 

categorical variables were transformed into numerical variables using the R library's dummy 

variable package. To ensure a thorough learning process, the feature scaling technique was 

applied to the complete set of data. In an effort to identify patterns, trends, traits, and anything 

else that might be of interest, data exploration was carried out on the dataset. The study has 

found that the larger location didn't generate the highest sales, according to the data exploration. 
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When compared to other outlets, the outlet known as "outlet 027" had greater item sales. Some 

things in the outlet were sold more than the other items in the outlet. Additionally, the 

Supermarket Type3, one of the outlet types, demonstrates that the sale of goods in that group 

is higher than that of other groups and that there is a greater difference in sales amongst the 

goods. Additionally, compared to outlets founded in previous years, those formed in 1985 saw 

the highest item sales and the greatest discrepancy in item sales. This study showed that the 

various outlets, outlet types, and the year that the outlets were founded all play a significant 

part in the forecasting of outlet item sales.  The models used to forecast the sales of outlet items 

were developed using machine learning techniques. Mean Square Error (MSE) and Root Mean 

Square Error were used to assess the performance of the machine learning methods used to 

train the predictive models (RMSE). The XGBoost Regression model outperformed the other 

machine learning methods in terms of performance. From the software prototype solution, any 

user can visualize the data analysis portion with the graphical representation for the similar 

dataset. Additionally, they can also use the model for knowing the prediction results of 

Item_Outlet_Sales from the collected dataset where it was unknown to them earlier. 
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CHAPTER 6 

DEPLOYMENT OF APPLICATION SOFTWARE 

 

6.1 Architecture of Application Software dashboard  

In order to determine the optimal approach for incorporating machine learning approach in to 

problem statement that are used in the industry, a deployment plan is being used in this project. 

By integrating with the applied machine learning models, a prototype of application software 

is being developed.  

In this project R Shiny Dashboard is used as part of the deployment of application software 

prototype as a web service. Figure 6.1 shows the design architecture of the sales prediction 

dashboard mentioning the different modules from which the existing featured can be visualized 

at a glance.   
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Fig 6.1: Architecture of Sales Prediction Dashboard 

 

6.2 Sales Prediction Dashboard Overview 

6.2.1 MenuItem-1: Sales Dataset 

From the Sales Prediction Dashboard, the side menu bar contains several menu-items shown 

in the left side of figure 6.2(a). In this figure, Sales Dataset side-menu bar contains the tab view 

of main dataset, train dataset and test dataset. Here, the feature of importing .CSV file as a 

dataset has been integrated. It helps a user to import similar dataset as shown in figure 6.2(b) 
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to make the prediction and understand the dataset with impact of target variable or relationship 

with target variable.   

 
(a) 

 
(b) 

Fig 6.2: Sales Prediction Dashboard (a) Opening preview of Sales Prediction Dashboard, (b) 

Dashboard view after importing Sales Dataset 
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6.2.2 MenuItem-2: Independent Variable Analysis 

From the Sales Prediction Dashboard, Independent Variable Analysis side-menu bar contains 

the graphical representation of numerical variables and categorical variables which can be 

selected using Drop-down selection as shown in below figure 6.3.  

 

Fig 6.3: Dashboard view of Independent Variable Analysis  

 

6.2.3 MenuItem-3: Impact of Sales vs Numeric Variables 

From the figure 6.4 of Sales Prediction Dashboard, Impact of Sales vs Numeric Variables side-

menu bar contains the graphical representation of Bivariate analysis of numerical variables in 

respect to target variable Item_Outlet_Sales where variables can be selected using Drop-down 

selection.  
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Fig 6.4: Dashboard view of Impact of Sales vs Numeric Variables 

 

6.2.4 MenuItem-4: Impact of Sales vs Categorical Variables 

Impact of Sales vs Categorical Variables side-menu bar shown in figure 6.5 which contains the 

graphical representation of Bivariate analysis of categorical variables in respect to target 

variable Item_Outlet_Sales grouped by Outlet variables where categorical and outlet variables 

can be selected using Drop-down selection.  

 

 
Fig 6.5: Dashboard view of Impact of Sales vs Categorical Variables 
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6.2.5 MenuItem-5: Feature Engineering and Correlation 

Feature Engineering and Correlation side-menu bar shown in figure 5.17 contains the graphical 

view of correlation between every possible pair of variable and its potential pair in the 

processed dataset. 

 

Fig 6.6: Dashboard view of Feature Engineering and Correlation 

 

6.2.6 MenuItem-6: Model Analysis 

Model Analysis side-menu bar contains the detailed analysis representing the plots and 

summary of each models as shown in figure 6.7, 6.8, 6.9 and 6.10.  
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Fig 6.7: Linear Regression Model Analysis  
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Fig 6.8. Decision Tree Model Analysis  

 

Fig 6.9. Random Forest Model Analysis  
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Fig 6.10: XGBoost Model Analysis  

This Model Analysis interface also contains the variable importance tab showing in figure 6.11 

which represents the important characteristics having a significant impact on sales forecasting. 
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Fig 6.11: Dashboard view for Variable Importance  

 

6.2.7 MenuItem-7: Prediction 

As XGBoost gives the higher accuracy for the sales prediction model, this model has been 

implemented for the prediction use cases. In the sales prediction dashboard, if anyone want to 

preview the Item_Outlet_Sales of any Item_Identifier in a Specific Outlet_Identifier then the 

result will be displayed in accordance with the output of XGBoost Model on test Dataset as 

shown in figure 6.12 and 6.13.   
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Fig 6.12: Dashboard view for Prediction      

If user want to calculate one of the Item_Outlet_Sales, user can insert any Item_Identifier with 

the Outlet_Identifier then the result will be displayed after calculating with the best prediction 

model as shown in figure 5.24. 

 

Fig 6.13: Dashboard view for Prediction result    

If the input of Item_Identifier or Outlet_Identifier is wrong, then the result will be displayed as 

NA showing in figure 6.14. 



68 

 

 

Fig 6.14: Dashboard view for Prediction result 



69 

 

CHAPTER 7 

CONCLUSION 

 

7.1 Conclusion 

One of the more typical difficulties imposed on by current industry trends is dealing with a 

large amount of data. In light of the fact that data has grown to be one of the most important 

resources, SC managers are keen to gather key information that will provide them a strategic 

advantage. Utilizing machine learning techniques, users can examine vast volumes of data and 

find relationships between different elements that can lead to explicit knowledge and enhance 

the decision-making abilities of the user. In terms of accuracy or prediction, ML is a better tool 

from a business standpoint than conventional forecasting methodologies. It makes it possible 

to find hidden patterns that can be utilized as a starting point to find emerging market trends. 

 

To avoid running out of sale items during any season, every shopping center in the modern 

world wants to know the customer demands in advance. Companies or shopping centers are 

getting better at anticipating the demand for goods sales day by day. For precise sales 

forecasting, extensive research is being conducted at the organization level. Because precise 

sales forecasts strongly correlate with a company's earnings. At the end of this study, it can say 

that it was primarily an interdisciplinary investigation where ML was applied to supply chain 

issues like sales forecasting. For the best level of sales prediction accuracy throughout this 

project, a number 

 

7.2 Project Contributions    

A more informed decision-making process in the related industry may be aided by the 

anticipated outcome of outlet item sales. It would assist management in making choices 

regarding how to use products and channels to improve the business. The application 

prototype's ability to help any professional in the industry visualize the dataset at a higher level 

was one of this project's significant achievements. This project can serve as a starting point for 

future business model in outlet item sales forecast in large-scale markets using data mining and 

ML algorithms. 
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7.3 Limitations of the Project 

Though some important goals have been achieved in this thesis, there are still some limitations:  

(a) The technologies utilized in this project, particularly the computer's processing power, 

were the main limitations of research restrictions. besides that, the research's time 

constraints. 

(b) Ultimate results of the ML models highly depend on the prepared dataset. But to prepare 

an appropriate dataset, a lot of real time industry data sheets and survey is required. 

Once the appropriate dataset is prepared, only then maximum accuracy can be expected 

based on ML techniques. Our proposed ML models can act as a prototype solution for 

the industry practice.  

(c) In order to create more accurate predictive models in the future, incorporating more 

explanatory variables can be used into the data. 

(d) In addition, as stated in the objectives, our aim was to work with real-time dataset. But 

during this implementation work, considering the nature of sensitivity of the dataset, no 

company was willing to share the data feeds. As a result, we could not achieve the exact 

expected analytical results for the performance evaluation. Hence the lack of real-time 

data currently prevents a full analysis of the pipeline in the event of real-time data 

import. Therefore, a future study that uses both real-world data and simulation 

methodologies should look at the gathering, processing, and modeling of data in real-

time. 

(e) The implementation and integration of such an application into the business's sales and 

operations will provide a new set of difficulties that need also be researched in the 

future. 

(f) This kind of research necessarily requires a certain level of experience in the relevant 

fields. 

 

7.4 Future Works 

There are numerous implications for being able to effectively estimate outlet item sales in this 

area of study utilizing advanced analytics. The forecast might contribute to a more informed 

decision-making process inside the organization. It would support management in their choice 
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to optimize products and outlet location in order to deliver a better customer experience, which 

would then result in an increase in sales, which would most likely result in an increase in 

revenue and cause the organization to expand. This project's contribution to a greater 

understanding of the algorithms and data mining techniques is one of its most significant 

accomplishments.  

 

For further research this project can be re-run with different sets of data using different ML 

models in terms of reduction of computational cost. Furthermore, this application can expand 

with the more efficient ML algorithms to integrate with the industry.  
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