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ABSTRACT 

PREDICTING THE DEPTH OF ANESTHESIA FOR OPERATING PATIENT 

USING MUSIC-BASED SPECTRAL FEATURES OF EEG SIGNALS  

In modern practice of major surgery using anesthesia is entirely mandatory. But due to the 

failure of optimal dose of anesthetic dose delivery it is also common to the patients to face 

intraoperative and postoperative complications. The main cause of the imbalance dose of 

anesthesia is not being sure to assess the depth of sleep of the patient or the depth of 

anesthesia or. Therefore, precise prediction of the depth of anesthesia or the proper 

assessment of transitional sleep state (from deep sleep to awake) could be a way out to set the 

optimal anesthetic dose by the anesthesiologist. In this work, a different approach of feature 

extraction and classification method is proposed to predict three different sleep states during 

surgery from the EEG signal. This work used an open-source database containing the EEG 

data of anesthetic patients during surgery. The data were separated into three states: into the 

deep-sleep state (IntoDeep), the deep-sleep state (InDeep), and the awake state (InAwake). 

The raw EEG signals were filtered and their power spectral (PSD) densities were calculated 

using MUSIC (multiple signal classification) model, a parametric method. These MUSIC 

based PSD values are taken as the features of the EEG signal. An artificial neural network 

model was trained to develop a machine learning based predictive model with the MUSIC 

based PSD features. Finally, the predictive model was verified by the data separated for 

testing and evaluated the prediction accuracy in subject-dependent and subject-independent 

approach. Eventually, it is found that the results are better than the existing works those 

worked on the same dataset. 

 

Key Words: Anesthetic Depth; Electroencephalogram (EEG); Multiple Signal Classification 

(MUSIC); Artificial Neural Network (ANN). 
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সারসংক্ষেপ 

PREDICTING THE DEPTH OF ANESTHESIA FOR OPERATING PATIENT 

USING MUSIC-BASED SPECTRAL FEATURES OF EEG SIGNALS 

A ¿̄cPv‡ii mgq A¨v‡b‡ ’̄wmqvi e¨envi GLb kZ©nxbfv‡e eva¨Zvg~jK, hw`I GB A¨v‡b‡¯’wmqv cÖ‡qv‡Mi Kvi‡b iæMx‡K 

A ¿̄cPv‡ii Av‡M I c‡i †ek wKQz Sv‡gjvq co‡Z nq| GwUi Ab¨Zg Kvib nj A¨v‡b‡¯’wmqvi h_vh_ gvÎv wba©vib 

Ki‡Z bv cviv ev iyMx A¨v‡b‡ ’̄wmqv cÖ‡qv‡M Ny‡gi †Kvb Í̄‡i Ae¯’vb Ki‡Q †mUv cwigvc Ki‡Z bv cviv| GBRb¨, †ivMx 

A¨v‡b‡¯’wmqv cÖ‡qv‡M Ny‡gi †Kvb ¯Í‡i Ae¯’vb Ki‡Q ev Nyg ‡_‡K †R‡M DV‡Z hv‡”Q wK bv Zv c~e© †_‡KB Abygvb Ki‡Z 

cvi‡j AcÖ‡qvRbxq †PZbvbvkK G‡R›U¸wji e¨envi Kgv‡bv †hZ| Gai‡bi Kv‡R mn‡hvMxZv Kivi Rb¨ Avgiv †gwkb 

jvwb©s wfwËK GKwU g‡Wj cÖ¯Íve K‡iwQ hv EEG ms‡KZ †_‡K A ¿̄cPv‡ii mgqKvi wZbwU wfbœ ¯Í‡ii Ny‡gi Ae¯’vi 

c~e©vfvm w`‡Z cv‡i| G g‡Wj ‣Zix‡Z A ¿̄cPv‡ii mgqKvi A‡PZb Kiv †ivMx‡`i EEG †WUvmn GKwU I‡cb-‡mvm© 

WvUv‡eR msMÖn Kiv n‡qwQj| †mB WvUvwU wZbwU wfbœ Ae¯’vq fvM Kiv n‡qwQj: Mfxi Ny‡gi w`‡K hvIqvi c~e©ve¯’v 

(IntoDeep), Mfxifv‡e NygšÍ Ae¯’v (InDeep), Ges Mfxi Nyg †_‡K †R‡M IVvi Ae¯’v (IntoAwake)| cÖ_‡g 

WvUv‡e‡mi G‡jv‡g‡jv EEG WvUv¸wj‡K h_vh_ wdëvi Kiv n‡q‡Q Ges wef³K…Z WvUv¸wji ‡¯ú±ªvj NbZ¡ (PSD) 

‡ei Kiv n‡q‡Q (MUSIC: Multile Signal Classification) g‡Wj e¨envi K‡i ‡hwU GKwU c¨viv‡gwUªK c×wZ| 

GB MUSIC g‡Wj Øviv †ei Kiv PSD Gi gvb¸wj‡K wmMbv‡ji •ewkó¨ (Feature) wn‡m‡e we‡ePbv Kiv n‡q‡Q| 

Gici D³ wmMbv‡ji •ewkó¨ m¤úbœ WvUv¸wj w`‡q GKwU K„wÎg wbDivj †bUIqvK© g‡Wj‡K cÖwkÿb (Training) w`‡q 

†gwkb-jvwb©K wfwËK GKwU AbygvbKvix g‡Wj (Predicting Model) •Zix Kiv n‡q‡Q Ges Zvi Kvh©KvwiZv hvPvB 

(Validation) Kiv n‡q‡Q| Ae‡k‡l, †mB g‡WjwU e¨envi K‡i Gi cixÿb WvUvi (Testing Data) Dci Gi 

Kvh©KvwiZv cixÿv Kiv nq Ges Zvi djvdj (mwVKZv Ges fzj Kivi cÖebZv) MbYv Kiv nq| cÖvß djvdj¸wj‡K 

we`¨gvb Ab¨ M‡elYvi (hviv wVK GB WvUv‡mU wb‡qB M‡elYv K‡i‡Q) djvd‡ji mv‡_ Zzjbv K‡i †`Lv †M‡Q Avgv‡`i 

cÖ¯ÍvweZ Kv‡Ri djvdj Ab¨‡`i †_‡K DËg| 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Anesthesia is an important prerequisite medication process before and during surgery to 

alleviate the pain of the patients. The drugs or medicines used for anesthesia are called 

anesthetics. Anesthetics are provided to the patient's body by the means of injections, eye 

drops, topical lotions, inhalation, sprays, skin patches, etc. Anesthesia is divided into three 

major categories: i) Local Anesthesia, ii) Regional Anesthesia, and iii) General Anesthesia 

(GA). Among these categories, GA plays the most vital role in critical surgeries (Vutskits, 

2016). General anesthesia reduces brain‘s activity, especially of the central nervous system, 

which makes the patient unconscious and the patient do not feel anything during the surgery. 

It can be done with either injected or inhaled drugs. It's usually performed in an operating 

room to allow surgical procedures that would be too painful for a patient or in an intensive 

care unit or emergency room. GA provides the following features to the patients: i) 

Unconsciousness (Lack of awareness and recall), ii) Analgesia (the inability to feel pain), and 

iii) Immobility (Lack of movement).  

Nonetheless, this procedure (General anesthesia) often creates complications due to over-

sedation or under-sedation of the anesthetics. Due to the over-sedation following post-

operative complications may arise a longer wake-up time, Delirium, Cognitive dysfunction, 

Heart disease, Stroke, etc. (Gottschalk, 2011) .On the other hand, under sedation may create a 

situation when the patient‘s awareness may arise (Cascella M. B., 2020). In this state, 

patients reminded the conversations of the doctors, even traumatic memories. Patients may 
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gain unexpected anxiety for this type of knowledge that leads to serious post-traumatic stress 

disorder. A study (Heggy, 2020) collected data from 200 anesthetic patients those had the 

unpleasant memory related to his/her surgeries or GA. Sixty three (63) patients experienced 

no unlikely events but the remaining 137 experienced something unpleasant. The statistics of 

the different complications are summarized in Figure 1.1. Therefore, in clinical practice, 

always the optimal dose of anesthetics is a cherished demand, although it is always difficult 

to set the optimal dose level for patients of different diseases, ages, sex, health conditions, 

weight, previous complications, etc. 

 

Figure 1.1: Patients recall unpleasant episodes related to surgery and anesthesia. 

Anesthetics primarily work by increasing inhibitory cell activity while reducing excitatory 

cell activity. The ubiquitous receptors gamma-aminobutyric acid and N-methyl-Daspartate 

are commonly triggered by propofol, sevoflurane, and ketamine medications. During the loss 

of consciousness, generally it is observed that the communication between the neuron cells 
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inside the brain is disrupted. Anesthetic agents alter the typical information processing 

mechanism inside the brain (Uhrig, 2014). 

In general practice in clinic, major signs are utilized to determine the amount of anesthesia or 

depth of anesthesia (DoA). Because they may be influenced by variables unrelated to an 

aesthetic depth, these measures are unreliable markers of anesthetic adequacy. Pulmonary 

Cardiovascular measures are one of them and they include heart rate, mean arterial pressure, 

systolic/diastolic blood pressure, blood oxygen level, and respiratory rate). Some other 

clinical signs are also considered such as sweat, limb movement, and shedding of tears those 

are not reliable methods to determine the state of brain functionality during surgery (Rani, 

2012). Therefore, direct monitoring the brain functionality could be the obvious solution to 

measure the sedation (Alsafy, 2022). 

Several research studies (Alsafy, 2022; Madanu, 2021; Liu, 2018) suggested that the change 

in the scalp electrical potential in the region of frontal brain, i.e., measured as 

electroencephalogram (EEG), is directly correlated with the effect of GA. The functional 

interaction mechanism of central nervous system is conducted by the transmission and 

reception of neurons‘ action potential, which is the main mechanism for the processing of the 

brain information. This resulting functional activity affects the neuronal behavior, such as the 

firing rate, which can be assessed by the pattern of EEG. This is how the EEG behavior is 

closely related with different DoA levels (Liu, 2018; Shalbaf, 2015). Therefore, based on the 

aforementioned research works, it can be culminated that continuous brain function 

monitoring must be used for the prediction of the DoA. This method can prevent overdose of 

GA and ensure that patient‘s quick recovery from deep sleep avoiding the possible 

postoperative difficulties. 



4 

 

As a result, several EEG-based monitoring systems of DoA-level machines are developed 

(Poorun, 2016; McKeever, 2014; Shi, 2023). Previous research works proposed different 

features of frequency domain such as median frequency, power spectral density (PSD), 

spectrogram, spectral entropy, etc. with the bispectral index of EEG to envisage the DoA 

(Rogobete, 2021; Liu, 2018; Akeju, 2014; Carillion, 2015). Recent studies employed 

different machine-learning-based models to identify the DoA levels like group sparse-based 

model, recurrent neural network, hidden Markov models, etc. (Höcker, 2010; Gottschalk, 

2011; Musizza, 2010). 

1.2 Problem Statement 

From current research works it is found that these researchers tried to find the consistent 

features of EEG signal during different depth of anesthesia. Some researchers took other 

physiological signals added to EEG signals to take decision on anesthetic depth. Only two 

research works so far those worked to find the prediction accuracy of two sleep sates: deep 

sleep and awake state. The first one  (Madanu, 2021) used convolutional neural network to 

model a deep learning-based predictor to predict the anesthetic depth of two classes. This 

work avoided to extract features from the signal and took all signals to take decision by the 

deep learning model. On the other hand, the work described by  (Rahman, 2022) calculated 

the signal‘s PSD of different band and find the band-wise sleep state prediction accuracy 

using a machine learning model trained by the PSD features from two classes. In this work, 

they used non-parametric Welch method to extract the PSD. Recent work  (Hossain, 2023) 

states that parametric method especially MUSIC (multiple signal classification) method is 

better in PSD estimation from the EEG signal. He also recommended to using MUSIC 
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method with proper order selection in PSD selection, otherwise this estimation may not be 

effective to achieve target of feature extraction. Therefore, feature extraction from PSD and 

selection the proper order of parametric method are two factors of this work to take them as 

challenge to achieve the sole objectives of this work. 

1.3 Objectives 

The main objectives of this project: 

● To extract the spectral features using MUSIC and predict the different levels of DoA 

● To compare the accuracy of the proposed model with existing methods  

1.4 Work in brief of this Project 

This project employed a MUSIC-based parametric power spectral estimation mechanism to 

find the PSD of the EEG signal. The values of the MUSIC-based PSD were considered the 

features of the EEG signal of different DoA. The EEG signals of surgery patients were 

divided into three greater parts: (i) IntoDeep state, (iii) InDeep state, and (ii) IntoAwake 

state. The PSD of the EEG signal is extracted using suitable order. The extracted features 

were utilized for training the artificial neural network (ANN) to construct a machine 

learning-based predictive model. That model was also validated and tested for the testing 

dataset. Furthermore, the prediction accuracies of those three states were calculated as a 

subject-dependent and subject-independent approach. The results are compared with the 

other works that used the same dataset and found that the result of this project is better than 

the available works. Detail of this methodological chronology is described in Chapter 3. 
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1.5 Outlines  

Chapter 1 (Introduction): The introductory information like study background, project‘s 

problem statement and objectives, brief work description of this project are included in this 

chapter. 

Chapter 2 (Literature Review): The related literatures are widely discussed in this chapter 

with their speciality and limitations. Also this chapter indicates the logic of upcoming 

methodology followed by this proposal. 

Chapter 3 (Methodology): All small signal processing steps on the materials are 

mathematically and graphically explained with examples in this chapter. This chapter is the 

backbone of logics that are applied in the contextual data materials to get the results for 

achieving the objectives of this project.  

Chapter 4 (Results and Discussions): The results are presented in this chapter. Each small 

signal processing steps and corresponding outcomes from the dataset are discussed here with 

graphical plots, numerical tables, comparison tables, etc. 

Chapter 5 (Conclusions): Whole work with its effectiveness and limitations are concluded 

in this chapter. Also, feature perspective is added in this chapter. 
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CHAPTER 2 

LITERATURE REVIEW 

 

Anesthesia is one of the most important steps in surgery and monitoring continuously its 

consequence which is termed as DoA. It is still a challenge for the clinical practitioners and 

researchers to monitor the DoA. Predicting the depth of anesthetic levels during surgery 

helps the doctors to provide exact dose to the patients and benefits the patients from the side 

effects of the anesthetic overdose of the Traditional monitoring techniques rely on the 

patient‘s physiological response and skilled anesthesiologists. Relying on such methods 

might give erroneous results. WHO (World Health Organization) conducted a study 

(Gottschalk, 2011) and showed that the mortality due to surgical complications mostly 

caused by anesthesia overdose. Therefore monitoring this anesthetic depth or DoA during 

surgery is a significant concern for providing improved patient‘s care (Cascella, 2016).  

To correlate the DoA and different factors related to patients physiological signals, 

considerable amount of research work has been carried out. One study proposed that the 

brain‘s electrical activity or electroencephalography (EEG) has a strong relationship with the 

transition of the different levels of anesthesia (Musizza, 2010). This EEG signal can be 

measured from the scalp of the patient during surgery noninvasively. In recent classification 

of DoA, EEG frequency spectrum has achieved expanded momentum due to having its 

different feature extraction methods. Although EEG-based methods cannot be declared as 

optimum method for DoA classification, recent research works regarding this area appears to 

be quite encouraging. 
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Since the change in the frequency of EEG signal correlates with different DoA, researchers 

adapted and deployed different analytical methods on the EEG signal to extract consistent 

features for understanding the DoA. These include the methods of time-frequency analysis 

like wavelet transform (Frasch, 2015), short time frequency transform and continuous 

wavelet transform  (Kıymık, 2005). Nonlinear chaotic parameter based EEG signal analysis 

is also deployed considering this signal‘s nonlinear property (Lalitha, 2007), (Hutt, 2013)has 

utilized a linear model of neural population that can predict the propofol‘s concentration 

during anesthesia where power spectrum of EEG signal was considered as the feature of the 

signal.  

Spatio-temporal patterns of EEG signal are analysed in (Zhang, 2001) using Lempel-Ziv 

analysis. Comparative effect analysis of different pattern recognition methods are widely 

studied and in (Amin, 2017) and different cognitive task are classified with the help of 

machine learning algorithm. The previous results in terms of the classification accuracy are 

compromised and inefficient to determine the internal changes for individual patient‘s 

characteristics. 

Achieving high classification accuracy is always a tradeoff between time and computational 

complexity of feature extraction. Therefore, simple feature extraction method is always 

recommended for real-time signal processing and DoA monitoring. As EEG spectrum is 

associated with DoA, EEG signal power and PSD are most reliable features of EEG signal 

for predicting the levels of anesthetic depth. Most researchers used non-parametric methods 

like Welch or sliding window Welch method for estimating the PSD of EEG signal. There is 

a long debate regarding the issue of using the parametric and non-parametric PSD estimators. 

It is believed by all that the non-parametric method especially the Welch method is popular 
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and straight forward technique to estimate the PSD of EEG signal but recently some work 

(Hossain, 2023) utilized parametric method MUSIC to estimate the PSD of EEG signal to 

extract the features for classifying the emotional state. In his work, he clarified that how 

MUSIC model extract the features from EEG signal taking less time than the Welch method 

as well as he achieved higher classification accuracy than the Welch method.  Therefore, for 

real-time EEG signal analysis and DoA monitoring MUSIC model is a significant PSD 

estimation technique.  

It is also mentionable that, there is only one publicly available dataset of EEG signal during 

surgery and the corresponding sleep state markers. Moreover, only two research works 

(Rahman, 2022) & (Madanu, 2021) are utilized this dataset and deployed their methods to 

classify the sleep states. (Madanu, 2021) used convolutional neural network (CNN) and 

empirical mode decomposition (EMD) method. In this method, using EMD, the EEG signals 

are decomposed upto 6-7 levels and after that these decomposed signals are used to create 

images. These images are feed in CNN model to extract features and classify the sleep states. 

This method is effective but time consuming and computationally inefficient. On the other 

hand,  (Rahman, 2022) used Welch method to extract PSD of different EEG bands (alpha, 

beta, delta, theta, and gamma) and feed them in a simple multilayer perceptron neural 

network to classify the sleep sates. This method is computationally efficient but the 

classification accuracy is not up to the mark. Moreover, both these work considered two 

types sleep states: Awake and Deep sleep.  
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Therefore to overcome the current limitation of the available research work, in this project 

two hypothesis were set: 

 (a) EEG signal of DoA are to separate into three sleep states: i) IntoDeep ii) InDeep, 

and iii) IntoAwake. 

 (b) To estimate PSD of EEG signal MUSIC model is to be utilized 

The utilized methods to overcome the limitations by following the aforementioned 

hypothesis are discussed in detail in the Chapter 3. 
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CHAPTER 3 

METHODOLOGY 

3.1 Introduction 

From the previous research works, it is clear that prediction of three levels of DoA is 

challenging. Therefore most of the research works considered this as a two class (deep sleep 

and awake) prediction problem. This is a challenge of this proposed work to consider it as a 

three-class prediction problem and design associated methodology to achieve the acceptable 

prediction accuracy. Therefore, in this work parametric PSD was considered for feature 

extraction instead of non-parametric PSD such as Welch method. Besides, to predict the DoA 

levels there are some other signal processing steps. In this chapter, materials (dataset) and 

every processing step of the proposed methodology are discussed gradually. 

3.2 Materials 

3.2.1 Subjects 

Prior to data acquisition of the medical patient to make this dataset, ethical approval was 

taken from the National Taiwan University Hospital and the proposed protocol of the data 

acquisition was granted by this hospital‘s Research Ethics Committee under the ethical 

approval no 201302078RINC . All involved patients were informed verbally about the data 

recording and written consent was taken before their operations. In this study, only regular 

surgery under GA patients was considered for data acquisition. In addition, no patients were 

considered those who underwent high risk operations like the surgery of lung, heart, brain, 

etc. Alcoholic, smokers, and/or having other medical illness related that could affect data 
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recording were excluded. Based on the previous selection criteria, 24 patients were finally 

accepted to make this dataset. Patients‘ metadata are following: 

 Age: 44.512.9 years 

 Height: 164.27.1 cm,  

 Weight: 63.414.8 kg 

 BMI: 23.44.2 kg/m
2
,  

 Gender: 14 females and 10 males  

 Duration of the surgery: 126.472.9 min (from anaesthetic medical recording forms). 

3.2.2 Anaesthetic Procedure Manipulation 

The aesthetic procedure can be presented briefly as follows (Liu, 2018): 

 First: The anaesthesiologists were informed about the Patients‘ clinical information 

like weight, height, gender, age, and type of operation to prepare anaesthetic plan. 

 Second: It was confirmed that patients eat nothing for at least 8 h prior to the 

beginning of this study. 

 Third: The obligatory procedures like routine and emergency drug check were 

conducted accordingly  

 Fourth: A suitable volume of anaesthetic agents are then provided to each patient for 

the regular operations. 

 Finally: The GA was confirmed by observing the other physiological signals such as 

EEG, ECG, pulse rate, blood pressure, heart rate, SpO2, etc.  These done by MP60 

(Intellivue; Philips, Foster City, CA, USA). If any observed signal showed 

irregularity, the available doctors accustomed the intraoperative references anesthesia 

machine, accordingly.  
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Following anesthetic agents were provided to the patients according to the assessment of the 

anaesthesiologists: Propofol, Fentanyl, Atropine, Nimbex, Xylocaine, Maintenance 

Sevoflurane, Desflurane, Morphine, Ketamine, Atropine, and Vagostin. For understanding 

the whole process by a glimpse of illustration, a summary is given in Figure 3.1. 

 

Figure 3.1: The conducted anaesthetic procedure in the used data recording. (ASA: 

American Society of Anaesthesiologists.) 

 

3.2.3 Data Recording 

The patients were prepared for EEG data recording by using a conductive paste between 

electrode and the frontal scalp skin to improve the conductivity (<5k). The data recording 

was conducted by EEG BISTM Quatro Sensor (Aspect Medical Systems, Newton, MA, US). 

The EEG module was interconnected with MP60 machine through the connector cable 

prescribed by company. The raw EEG (continuous waveform) data were recorded on a laptop 

through the serial RS-232 with a sampling rate of 128 Hz.  
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3.3 Methods 

3.3.1 Data Pre-processing 

The clinical management and other physiological data were sorted accordingly. Then, the 

tasks like EEG data conversion, formatting, and event labelling were conducted. The EEG 

data of all patients (cases) were then visually scrutinized approximately to remove the precise 

sections of artefacts resulting in waveform inundation (e.g., noises or signal fluctuations 

caused by body movement or medical equipment), thus significantly decreasing the outlier 

point segments. A notch filter was used to remove the 60-Hz line noise. Up to this level of 

pre-processing was done previously by the team that acquired the data. Therefore, the dataset 

is pre-processed at a fringe level. This data needs a number of signal processing steps to 

attain the objectives of this project work. The major steps are given in the Figure 3.2.  

In this project, after loading the dataset the data is processed further. All data are filtered with 

a band-pass filter considering the band is 0.3-45Hz. This band-pass filter was designed using 

an FIR (Finite Impulse Response) filter with hamming window of 100 orders. The 

characterized magnitude and phase diagram of such proposed FIR filter is shown in Figure 

3.3. In this figure, the results (magnitude and phase) are shown with respect to the 

normalized frequency. Also, magnitudes are plotted in decibel (dB) unit. All patients‘ EEG 

signals were filtered using the designed window-based band-pass FIR filter where the band is 

considered as 0.3-45Hz. The filtering effect on signal is graphically presented in the Result 

and Discussion section. 
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Figure 3.2: Methodological steps 

 

Figure 3.3: Magnitude and phase diagram of the applied window-based bandpass FIR filter 
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3.3.2 Data Separation 

The dataset used for this work contains the EEG values of the patient during the 

surgery under anesthetic conditions. In the whole dataset for each case, there are mainly three 

types of state. The first is into the deep sleep state (IntoDeep), the second is in the deep 

sleep state (InDeep) and the final one is into the awake-state (InAwake). When the patient 

was given the anesthetic dose from then the recording of the EEG was started. During the 

whole EEG recording, there are some markers implemented to track the sleep state. 

In this dataset, there are some markers to separate the awake state and deep sleep state. For 

instance, in Figure 3.4, the markers are shown by arrows. These marking areas depict no 

recording of EEG data. Therefore, the data values are almost equal to zero. The first marker 

or blank area specifies that the patient underway into the deep sleep condition. The data since 

the first data sample to the first marker can be parted into deep sleep state (IntoDeep).  

 

Figure 3.4: EEG data with markers 

 The last marker of the dataset indicates to move of the recovery state from the deep sleep 

state by the patient which is termed here InAwake state. As a result, EEG data of deep sleep 
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state (InDeep) can be separated from the very first marker to the starting of the very last 

marker. Eventually, three different types of states are separated from each patient‘s EEG 

signal. 

To make the data separation process more understandable, randomly two patients data are 

selected, they are patient no 13 and 21. According to the markers, the data samples are 

divided into three separate classes those are presented in TABLE 3.1. Also the duration 

covered by the samples are calculated as, 

Rate Sampling

Samples Data Total
 secinduration time )(                         (3.1) 

Here, the data sampling rate is 128Hz. Since the patient‘s age, weight, BMI etc. are different; 

they are medicated with different doses as well. Therefore, the time required getting into the 

deep sleep state and recovery times are different. Plus, the surgery types are also different 

and that‘s so why the duration of surgery is also different for the different patients that can be 

perceivable from the information of TABLE 3.1. Every 2s data (2×128=256 samples) is 

considered for single observation.  

TABLE 3.1: Data samples and observation samples in different state of mind 

Case No Into Deep In Deep Into Awake 

13 
1: 140066 

( 1094 sec ) 

140067: 444437 

(2376 sec) 

444438:523540 

(618 sec) 

21 
1:105607 

(825 sec) 

105608:1021571 

(7156 sec) 

1021572:1197760 

(1376 sec) 
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3.3.3 Extracting Spectral Feature using MUSIC 

MUSIC of multiple class signal classification method is a parametric power spectral density 

estimation technique. MUSIC method consider that in the presence of Gaussian white noise, 

n, a signal vector x  can be presented as a linear model,  

nAsx                                                       (3.2) 

This signal, x in (3.2) consists of p complex exponentials of unknown frequency,  . Here 

A is a Vandermonde matrix of pM  dimensions. In this assumption, s is the amplitude 

vector. The detail definition of A, a, and s are given in (3.3), (3.4), and (3.5), respectively. 

)](...,),(),([ 21 p a  a aA                                  (3.3) 

TMjii ,...,ee,e ],1[)( )1(2    a                                 (3.4)
 
         

T
psss ],...,,[ 21s                                               (3.5)  

A critical postulation is that number of sources, p, is less than the number of elements in the 

measurement vector, M, i.e., p < M.  

The autocorrelation matrix of x is the dimension M×M and it can be equated as 

IAAR H
s

2xR                                                (3.6)                                     

where 2 is the variance of noise. Identity matrix is I of M×M dimension, and Rs is the 

autocorrelation matrix of s of order p×p. The autocorrelation matrix Rs is traditionally 

estimated using sample correlation matrix 
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HAXX
n

1ˆ xR                                                       (3.7) 

where N is less than M which is the vector observations number and  Nxxx ,...,, 21X . 

When it is given the estimation of Rx, MUSIC can estimate the signal‘s frequency content or 

determine the autocorrelation matrix based on the eigenspace method. 

Being Rx a Hermitian matrix, its all eigenvectors M=  Mvvv ,...,, 21  are orthogonal to each 

other. Now, if the roots of the characteristic equations i.e., Rx‘s eigenvalues are arranged in 

decreasing order, the corresponding eigenvectors  pvvv ,...,, 21  to the p largest eigenvalues 

span the signal subspace US. The remaining corresponding eigenvectors (M-p) equal to 2  

and distance the noise subspace UN, which is also orthogonal to the signal subspace, 

NS UU  . 

It can be noted that for M=p+1, MUSIC is similar to Pisarenko harmonic decomposition. The 

overall concept of MUSIC method is to utilize all eigenvectors that span the noise subspace 

to progress the enactment of the Pisarenko estimator. Since any signal vector e  that exist in 

in the signal subspace SUe must be orthogonal to the noise subspace, NUe  , it must be 

that ive   for all eigenvectors  M

piiv
1
 that spans the noise subspace. To measure the degree 

of orthogonality of e with respect to all the Ni Uv  , the MUSIC algorithm describes a 

squared norm as 





M
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i
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                                  (3.8) 
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where the matrix ],...,[ 1 MpN vvU   is the matrix of eigenvectors that span the noise 

subspace UN. If Si Ue  , then d
2
 = 0 as implied by the orthogonality condition. Taking a 

reciprocal of the squared norm expression generates high-pitched peaks at the dominant 

signal frequencies. The estimation function for frequency spectra obeying the MUSIC (or the 

pseudo-spectrum) can be calculated as, 

 


M

pi i
H

H
NN

H

jw
MU

veeUUe
eP

1

2

11
)(ˆ                                     (3.9) 

where vi denotes the noise eigenvectors and T)ωj(M-jj eeee ]    . . .  1[ 12  presents the entrant 

steering vector. The positions of the p highest peaks of the estimating function contribute the 

frequency spectra. 

MUSIC overtakes simple approaches such as harvesting peaks of DFT (Discrete Fourier 

Transform) spectra even in noise space, when the component number is identified earlier, 

because it feats information of this number to disregard the noise in its concluding results. 

Unlike DFT, it is capable to guess frequencies with higher accuracy. This is because its 

estimation function can be assessed for any frequency, not just those of DFT bins. Therefore, 

MUSIC offers a super-resolution form. 

Its main shortcoming is it‘s requirement of the number of components to be acknowledged 

priory, so the original technique is used in particular cases. Methods those are related to 

estimate the source component number that purely comes from statistical properties of the 

autocorrelation matrix (Fishler, 2005). 
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In this project, the spectral information that founds from the MUSIC algorithm i.e., estimated 

power spectral density from single channel EEG data was considered as features of that 

signal. As previously discussed single channel EEG data of each patient is divided into three 

different classes. Before developing the predictive model from this data classes feature 

extraction is needed to transform the data into a new domain and specify the data in more 

distinctive approach so that the machine learning process can easily understand the data 

differentiability and can make a correct predictive model. In this work, MUSIC algorithm 

was used to transform the data into the signal‘s power spectral density. This power spectral 

density pattern can be set within a predefined number (at least greater than the two times of 

its sampling frequency). In this case, the number was selected 512 as the sampling rate is 

128, fairly greater enough than the theoretical convention.  

A sample EEG signal and its extracted feature power spectral information are given in 

Figure 3.5. Here the order was selected 5 and the length of FFT (Fast Fourier Transform) 

was considered 512. Eventually the PSD bin has been found 257, just 50% of the length as 

the other 50% of PSD is the mirror of the current view. In the Figure 3.5, there are two 

different PSD estimation result, although they provide same results. The first one is in watt 

per Hertz unit and the second one is presented as its dB values. In general practice, PSD is 

presented with its dB values. This PSD value of each trial of different DoA is considered as 

the feature of each trial signal. 
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Figure 3.5: PSD estimation by MUSIC algorithm from a randomly selected EEG data 

3.3.4 DoA Prediction 

According to the proposed model, the EEG signals are separated into three different 

categories. Therefore, these three categories will be considered as the classes of machine 

learning based classification or prediction problem. The EEG signals of three categories will 

be subdivided into 2 second window signals and eventually they will be considered as the 

trials of each class. According to the length of the signals of different classes the number of 

trials will be different. Then each trial will go under MUSIC algorithm of specific order for 

feature extraction. Then, the extracted features will be used for feeding the machine learning 
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process. A certain amount of trials, say 50%, will be used for training purpose and rest 50% 

will be used for testing or predicting the learning level of the machine. Therefore, in this state 

the objective of this method is to choose a classifier, select a suitable learning algorithm, 

validate the process, and test the efficiency of the classifiers. In this subsection, this process 

is described gradually. 

 

3.3.4.1 Classifier    

For classification, the ANN (artificial neural network) was used as a supervised learning 

model. As in this work we are dealing with three class EEG data, the features of the targeted 

classes are arranged according to the input styles of the ANN model.  

ANN is a popular technique to apply machine learning to data by examining it via a network 

of layers that make choices (Goel, 2022). The technique's name comes from the fact that the 

algorithm's structure resembles that of a human brain. Although these artificial neural 

networks are not identical to the brain's decision-making process, they do have certain 

commonalities. Neurons in the brain, for example, are connected and contain dendrites that 

accept inputs. It generates an electric signal in its axon and transmits it to other neurons 

through axon terminals. Artificial neural networks, meanwhile, are made up of decision 

functions, or nodes, that are connected by axon-like edges. Different sorts of nodes are used 

to make up the layers of a neural network. Initially, they are generally rather broad. The first 

layer is made up of nodes that are made up of raw input data (such as numbers, text, picture 

pixels, or sound). Each input node delivers information to the next tier of nodes through 

edges in the network, allowing information to reach them (Beibei, 2022). Each network edge 



24 

 

has a numerical weight that may be adjusted depending on your performance. This is known 

as the ‗activation function‘, and it specifies how many linked edges must achieve a specific 

threshold before a neuron may be started at a lower layer. It will not operate if the total of all 

linked edges does not match the defined threshold. As a consequence, it‘s either all or 

nothing. Furthermore, each edge‘s weights are distinct, implying that the nodes fire at various 

times, preventing them from yielding the same solution. 

In supervised learning, the model‘s predictions are compared against the known-to-be-correct 

actual output (Shurrab, 2022). The difference between these two outcomes is referred to as 

the "cost," and the value of that difference is referred to as the ―value of the cost.‖ The 

purpose of training is to reduce the cost value until the model's prediction is extremely near 

to the actual result. This is accomplished by gradually adjusting the network's weights until 

the lowest potential cost value is discovered. The neural network is being trained during this 

time. It's known as back-propagation. Back propagation does not go from left to right when 

data is supplied into a network; rather, it does backward propagation. 

For an ANN to learn and grasp anything sophisticated, the Activation function is essential. 

Their main job is to turn an ANN node's input signal into an output signal. The following 

rung of the stack receives this output signal. The output signal is essentially a linear function 

if no activation function is employed (one-degree polynomial). Although a linear function is 

easy to solve, its complexity and power are limited.  

Without the activation function, no model can learn and model complex data such as images, 

movies, audio, voice, and so on. A general conception of an activation function and its 

operation is given in Figure 3.6. 
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Figure 3.6: Gross conception about the activation function of neural network 

3.3.4.2 Building a Neural Network 

There are input layers, hidden layers, and output layers in a typical neural network as shown 

in Figure 3.7. The data is initially delivered to the input layer, where it is analyzed for 

characteristics. The input characteristics are then examined and processed by the hidden 

layer(s), and the final result is shown on the result layer. Because, like human eyesight, the 

intermediary layers process items between the input and output levels without being 

observed, they are said to be concealed.  
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Figure 3.7: The main building blocks of a neural network 

We immediately conceive of it as a square when we see four lines joined in a square pattern. 

We're not aware of how much mental effort it takes to visualize the four polylines (input) as a 

square (output). In the same manner, neural network functions. They divide data into layers 

and analyze the non-visible levels to get at a final output. 

As more hidden layers are added to the network, the model's ability to look at complex 

patterns also gets better. This is why models with a lot of layers are called "deep learning" to 

show how well they can process things. When you build a neural network, there are many 

ways to put the nodes together. The simplest way is to use a feed-forward network, which 

means that signals only move in one direction and there is no loop in the network. There are 

many different types of feed-forward neural networks, but the perceptron is the simplest. 
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3.3.4.3 Training and Validation Process 

For the training a supervised classifier especially an artificial neural network, there are 

several available learning algorithms like: i) Gradient descent (Xue, 2022), ii) Newton 

method (Bertsekas, 2022), iii) Conjugate gradient (Kim, 2023), iv) Quasi-Newton method 

(Likas, 2000), v) Levenberg-Marquardt algorithm (Nguyen, 2021), etc.  In this project, for 

training our ANN based model Levenberg-Marquardt (LM) algorithm is used. A brief 

understanding about LM algorithm is presented here. 

The LM algorithm is premeditated to function particularly with the loss functions that take 

the sum of the squared form of the error. It works devoid of calculating the precise Hessian 

matrix. In its place, it works through the gradient vector and the Jacobian matrix. 

Contemplate a loss function that forms a sum of squared errors, 





m

i
ierrorf
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2                                                          (3.10) 

Here m is the training samples number. Jacobian matrix of the loss function can be defined as 

the containing derivatives of the errors considering the parameters as, 
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                                                    (3.11) 

for i=1, ...,m and j=1,...,n. Where m is the number of samples in the data set, and n is the 

number of parameters in the ANN. It should be noted that, Jacobian matrix size is m×n. We 

can compute the gradient vector of the loss function as,  

eJf T .2                                                            (3.12) 
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Here, e represent all error vectors. Lastly, Hessian matrix can be approximated by the 

following expression. 

IJJHf T  .2                                                          (3.13) 

Where λ is for damping factor and it assures the positivity of the Hessian and identity matrix 

is I. The parameters improvement process is presented here in (3.14) along with the 

expression of the LM algorithm, 

).2.().( )()(1)()()()()1( iTiiiTiii eJIJJww                                        (3.14) 

for i=0,1,... 

If the damping parameter (λ) can be considered zero, it present pure Newton's method. 

Instead, when damping parameter is large, with a small training rate it becomes gradient 

descent. 

The damping parameter is adjusted to be large so that the first apprises are trivial steps in the 

direction of gradient descent.  

The Figure 3.8 represents a training process of a neural network with a state diagram for the 

the LM algorithm. Here, first step calculates the loss, then the gradient, and finally the 

Hessian approximation. Then, the λ is attuned to decrease the loss at each iteration. 
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Figure 3.8: State diagram for the training process by the LM algorithm 

As it is observed that the methodology of LM algorithm tailored for functions of the type 

sum-of-squared-error, it marks to be very speedy when the training process of ANN 

measuring its errors. 

However, this method contains some problems:  

(i) It cannot minimize functions such as the root mean squared error or the cross-

entropy error.  

(ii) The Jacobian matrix becomes enormous for big data sets and neural networks, 

requiring much memory.  

Therefore, the LM algorithm is not suitable for big dataset. Since this work has small dataset, 

this algorithm works well in learning the network. 
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3.3.4.4 Prediction 

The determination of testing is to relate the results from the ANN against targets in a self-

regulating dataset. If the testing metrics are measured ok, the ANN can transport itself to the 

so-called deployment phase. The authentication methods depend on the following application 

types: i) Approximation testing methods, ii) Classification testing methods, and iii) 

Forecasting testing methods. 

The most common testing methods in the field of classification problems is Confusion matrix 

In the confusion matrix, the rows represent the target classes in the data set and the columns 

represent the corresponding output. The diagonal cells in the confusion table describe the 

correctly classified cases, and the off-diagonal cells describe the number of the misclassified 

cases. Note that the output from the neural network is a probability in general. Therefore, the 

decision threshold predicts the class information. A confusion matrix from a prediction result 

of three class testing set is shown in Figure 3.9. 

 

3.4 Conclusions 

The methodological steps described here are applied on the dataset and the results found for 

these steps are presented in the next section with necessary discussions. 
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Figure 3.9:  Confusion matrix of the prediction result of three class testing dataset  
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CHAPTER 4 

RESULTS AND DISCUSSIONS 

4.1 Preprocessing 

The first preprocessing step applied on the dataset was filtering. All data are filtered with a 

band-pass filter considering the band is 0.3-45Hz. This band-pass filter was designed using 

an FIR (Finite Impulse Response) filter with hamming window of 100 orders. The resulting 

filtered data has been shown in Figure 4.1 with the corresponding raw EEG data so that the 

filtering effect can be visible. This filtering effect removes the unnecessary spikes and noises 

from the EEG data. Since the filter takes the frequency content up to 45 Hz, the power line 

noise (50Hz/60Hz) get removed from the raw EEG signal.  

 

Figure 4.1: Raw and filtered EEG signal 
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There is a direct impact of filtering on the feature extraction process. To make it 

understandable a comparative analysis of spectral information is given in Figure 4.2. In this 

figure, two types spectral information are extracted using MUSIC algorithm. The variations 

in the spectra are more accurate and visible for the filtered data whereas almost no variation 

is found in the raw EEG data. The change in the spectra is the key concern of different class 

data. It clarifies the effect of filtering. 

 

Figure 4.2: Extracted spectra of raw and filtered EEG signal using MUSIC algorithm 

4.2 Data Separation 

It has been already discussed in the methodology section that each participants‘ data is 

divided into three categories those are i) IntoDeep, ii) InDeep and (iii) InAwake. This data 

separation process creates our three-class classification problem. Here, three categories are 

three classes for modeling the machine learning predictor for sleep state detection. There are 

24 patients in the dataset. Therefore, 24 different set of three classes were divided. 
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In Table 4.1, the information is structurally tabulated. The table presents the samples and 

seconds are in three different sleep states during subject-wise operations. The time duration 

in sec is calculated from the dividing the samples span by the signal‘s sampling rate. It is 

already mentioned that the sampling rate was 128Hz. 

 Table 4.1: Data samples and observation samples in different state of mind 

Case No 
IntoDeep InDeep IntoAwake 

Samples Second Samples Second Samples Second 

1 1:68136  532 68137:412328 2689 412329:481384 539 

2 1:65092 508 65093:600366 4182 600367:625664 198 

3 1:13570 106 13571:1619012 12543 1619013:1673152 423 

4 1:66606 520 66607:448826 2986 448827:499040 392 

5 1: 66944 523 66945:296117 1790 296118:309728 106 

6 1:64782 506 64783:598646 4171 598647:643392 350 

7 1: 67484 527 67485:755689 5377 755690:775008 151 

8 1:32030 250 32031:949516 7168 949517:1017568 532 

9 1:62016 484 62017: 749987 5375 749988:765172 119 

10 1:34947 273 34948:723150 5377 723151:793568 550 

11 1:64270 502 64271:1667850 12528 1667851:1716992 384 

12 1:63852 498 63853:2581771 19671 2581772:2603296 168 

13 1:62155 485 62156:444429 2987 444430:523540 618 

14 1:60974 476 60975:366266 2385 366267:399029 256 

15 1:138990 1085 138991:1591343 11347 1591344:1687072 748 

16 1:49880 389 49881:891008 6571 891009:917760 209 

17 1:62836 490 62837:903952 6571 903953: 972640 537 

18 1:63642 497 63643:445853 2986 445854:474336 223 

19 1:64793 506 64794:523615 3585 523616:557440 264 

20 1:59379 463 59380:1205994 8958 1205995:1247956 328 

21 1:27890  217 27891:1174696 8959 1174697:1197760 180 

22 1:57186 446 57187:286514 1792 286515:296192 76 

23 1:109227 853 109228:717726 4754 717727:745184 215 

24 1:66726 521 66727:448902 2986 448903:483648 271 

 

Every 5 sec data or 5×128=640 samples of each sleep state is considered as one trial for that 

sleep-state or that class. There are three classes of data in this problem. Since the patients are 

different in age, sex, disease, etc., their duration of surgery was also different. Therefore, the 

trials of three classes are not equal for a patient, whether the conditions of every patient are 

also dissimilar.  



35 

 

4.3 Feature Extraction 

After filtering and separating the class-wise trials, the feature extraction step is considered for 

processing. Before, feature extraction by MUSIC method, according to the proposed method 

it is necessary to set the optimal order of MUSIC model for the signal. In this regard, three 

different order MUSIC model was tested in working signal on both filtered and raw EEG 

signal. These results are given in Figure 4.3, Figure 4.4, and Figure 4.5, respectively. From 

the results, it is noticeable that the maximum variation has been found in order 7. 

Furthermore, in order 7 the spectrum achieves three peaks which are least necessary for 

classifying three different classes. If the order is increased, the variation between the raw and 

filtered signal will also be increased along with the number of peaks. Since increasing the 

order value increases the computational load, we cannot go further the order 7, and also we 

cannot lower the order size because an order less than 7 cannot give us three peaks. In this 

logic, order 7 for MUSIC spectrum estimation is optimal.  

 

Figure 4.3: Comparison between MUSIC spectrum of raw and filtered EEG signals 

considering the order of MUSIC is 3 
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Figure 4.4: Comparison between MUSIC spectrum of raw and filtered EEG signals 

considering the order of MUSIC is 5 

 

Figure 4.5: Comparison between MUSIC spectrum of raw and filtered EEG signals 

considering the order of MUSIC is 7 
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Since the MUSIC spectrum of order 7 show maximum variation in the spectra concerning the 

raw signal, this order is considered to extract feature from the signal trials.  

A sample signal of subject 2 was taken of three different sleep states and their MUSIC 

spectra are estimated and shown in Figure 4.6. In this figure, the changes in the pattern of 

three different sleep states are clearly perceivable. The idea behind the feature extraction 

process came from these kinds of variations found in the pattern of the MUSIC spectra of 

different classes. Eventually, considering order 7, the MUSIC model is used to extract the 

spectra and the values of the spectra are considered as the feature of that signal class.  

  

 

Figure 4.6: Comparison between different states‘ MUSIC spectra considering the order of 

MUSIC is 7. (Here, the EEG data of Patient 2 is used) 
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4.4 Subject-Dependent Classification 

These features are fed to the neural network as discussed in the methodology section and a 

predictive model was developed. Using that predictive model the testing data are classified. 

For example on the results of different subjects, the predictive accuracy (testing class 

accuracy) of the DoA is preserved. The training and testing ratio was considered 50:50. Since 

the data samples are different in the different cases. Therefore the total samples for each class 

for each case are tabulated as the estimated trials for training and testing. Here, the trials are 

taken for every 2 sec of data. This result is presented in Table 4.2. Since the duration of three 

different sleep states is different, the number of trials per class is not equal. Therefore, all 

trials of each class for every patient are tabulated in Table 4.2. 

The best way to show the classification or prediction accuracy is by confusion matrix. The 

classification results of the first 5 patients are presented by a confusion matrix. They are 

given in Figure 4.7, Figure 4.8, Figure 4.9, Figure 4.10, and Figure 4.11, respectively. All 

these results are given in confusion matrix form that helps to understand the detailed scenario 

of classification in every case and every class. From the results, misclassified trials can also 

be observed. For instance, in the case of Figure 4.7, the total classification accuracy is 85.1% 

whereas the individual class contribution for the three classes is 84.9%, 85.9%, and 81.5%, 

respectively. Although the contribution of class 3 is less, the trial number of class 2 leads to 

the total classification accuracy in this case due to its very high amount of trials. 

By similar procedure, classification accuracies of the rest subjects are also estimated. The 

results are tabulated in Table 4.3. From the results, it is found that the average predicting 

accuracy of the proposed model is 89.073.58.  
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Table 4.2: The possible trials in training and testing the model for all the experimenting 

patients 

Case No 
IntoDeep InDeep IntoAwake 

Train Trials Test Trials Train Trials Test Trials Train Trials Test Trials 

1 53 53 269 269 54 54 

2 51 51 418 418 20 20 

3 11 11 1255 1255 43 43 

4 52 52 299 299 39 39 

5 53 53 179 179 11 11 

6 51 51 417 417 35 35 

7 53 53 538 538 15 15 

8 25 25 717 717 53 53 

9 49 49 538 538 12 12 

10 28 28 538 538 55 55 

11 50 50 1253 1253 39 39 

12 50 50 1967 1967 17 17 

13 49 49 299 299 62 62 

14 48 48 239 239 26 26 

15 109 109 1135 1135 75 75 

16 39 39 657 657 21 21 

17 49 49 657 657 54 54 

18 50 50 299 299 23 23 

19 51 51 359 359 27 27 

20 47 47 896 896 33 33 

21 22 22 896 896 18 18 

22 45 45 179 179 8 8 

23 86 86 476 476 22 22 

24 52 52 299 299 27 27 
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Figure 4.7: Classification accuracy of the model with its confusion matrix for the subject 1 

 

Figure 4.8: Classification accuracy of the model with its confusion matrix for the subject 2 
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Figure 4.9: Classification accuracy of the model with its confusion matrix for the subject 3 

 

Figure 4.10: Classification accuracy of the model with its confusion matrix for the subject 4 
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Figure 4.11: Classification accuracy of the model with its confusion matrix for the subject 5 

 

One major thing to discuss regarding the previous confusion matrices is that the trial number 

of three different classes is different. This variation has a significant role in total 

classification accuracy. The total accuracy will mostly be dependent on the number of 

accurately classified classes. Since in this problem, the highest duration has been taken by the 

surgery period, the testing trials of class 2 are higher than that of the other two classes. This 

factor leads to the total classification accuracy. Detection of the sleep states or deep sleep 

states is most important during surgery. Therefore, the total accuracy led by class 2 

eventually gives us the right conception of the efficacy of the EEG signal to predict the deep 

sleep state.  
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Table 4.3: Classification accuracy of all subjects 

Subject ID 
Classification Accuracy 

(%) 
 Subject ID 

Classification Accuracy 

(%) 

Patient 1 85.1  Patient 13 91.1 

Patient 2 91.4  Patient 14 89.2 

Patient 3 94.4  Patient 15 93.4 

Patient 4 84.1  Patient 16 90.5 

Patient 5 82.3  Patient 17 92.6 

Patient 6 88.4  Patient 18 93.8 

Patient 7 84.9  Patient 19 87 

Patient 8 91.1  Patient 20 82.6 

Patient 9 86.9  Patient 21 84.7 

Patient 10 89.2  Patient 22 90 

Patient 11 89.9  Patient 23 91.4 

Patient 12 91.3  Patient 24 92.5 

Average= 89.075 

Standard Deviation=3.584 

 

 

Two available research works were conducted on the same dataset. The result of this project 

work is compared with those two works. The results are compared in Table 4.4. From the 

comparison, it is found that the previous works only compared two levels of DoA, whereas 

this project worked on three levels of DoA. Besides, the DoA prediction accuracy of this 

project work is higher than the previous works. 
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Table 4.4: Comparison of the proposed work with available research works 

Name of work Description of the work Result 

 (Madanu, 2021) Ensemble empirical mode decomposition and CNN-

based classification method 

83.2% 

(Rahman, 2022) Different Band Separation and their power 

calculation statistically + ANN-based classification 

model 

86.50%8.822 

Proposed Method Parametric MUSIC Spectra + ANN 89.01% 3.58 

 

4.5 Subject Independent Classification 

In practical application, a subject-specific machine learning model cannot be proposed. For a 

practical approach, the model must be functional irrespective of the patient‘s age, sex, 

weight, etc. Therefore, at the end of this project‘s results, training and testing data were 

considered subject-independent and observed the classification results. In this approach, three 

different DoA of some patients‘ data were considered for the training, and the rest subjects‘ 

data were considered for the classification. Such results are given tabulated in Table 4.5. 

From the results of Table 4.5, it is found that the classification accuracy is lower than the 

subject-dependent approach, and it‘s obvious because of the inter-subject inconsistency in the 

EEG signal pattern for different DoA. It is also observable that with the increment of the 

volume of the training data, the classification accuracy is increased. Such a result is more 

easily perceivable from the classification results in Figure 4.12. In this figure, total 

classification accuracies are presented as a function of the number of training data and it is 

found that the classification accuracy is increased with the number of the training dataset. 
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Although the highest classification accuracy is still lower than that of the subject-dependent 

approach, it can predict that if the training set is very big data (at least some thousand 

patients‘ data) the prediction accuracy of the DoA level will be higher as acceptable for the 

clinical practice.  

Table 4.5: Subject-independent approach of different ratios of training and testing subjects 

and the results of DoA prediction accuracy 

Observation No Ratio of Training and Testing Subject Prediction Accuracy 

1 6:18 (25% : 75%) 32 

2 7:17 (30% : 70%) 38 

3 8:16 (33% : 67%) 31 

4 9:15 (37.5% : 62.5%) 42 

5 10:14 (40% : 60%) 45 

6 11:13 (45% : 55%) 50 

7 12:12 (50% : 50%) 48 

8 13:11(55% : 45%) 54 

9 14:10 (58% : 42%) 61 

10 15:9 (62.5% : 37.5%) 63 

11 16:8 (67% : 33%) 68 

12 17:7 (70% : 30%)  65 

13 18:6 (75% : 25%) 72 

14 19:5 (80% : 20%) 70 

15 20:4 (84% : 16%) 74 
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Figure 4.12: Subject independent prediction accuracy for the different train:test ratio as 

mentioned in Table 4.5 

At least some hundreds to thousands of patients‘ data could help to develop a machine 

learning based predictive model for real clinical practice. This search outcome is a piece of 

motivation for such development and clinical practice goals. For different ages, sex, BMI, 

etc. the network must be more complex and fine-tuned or adjustable so that the same model 

can be used for different patients and different surgery.  
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CHAPTER 5 

CONCLUSIONS 

5.1 Conclusions 

In this chapter, the key outcomes of this project are concluded here, briefly. The concluding 

remarks can be pointed out as following below: 

 From 24 different patients‘ data the average classification accuracy was found to be 

90.16  2.88%. 

 Among all the patients‘ data, for four patients (7, 9, 14, 19) the classification accuracy 

was found to be lower (<86%).  

 The average classification accuracy was considered to be satisfactory and better than 

the existing research works. 

 Subject independent prediction accuracy is lower than that of the subject dependent 

approach. The result appears to be promising as it is increasing with the volume of the 

training dataset 

Although this research achieved some hopeful results, it has some limitations those can be 

improved further. 

 Marginal data (Into Deep-Deep Transition and Deep-Into Awake Transition) are 

misclassified.  

 Some null points are in the EEG data matrix for markers that affected average 

classification accuracy. 



48 

 

5.2 Future Perspectives 

Following points could be considered as future perspective of this work: 

 A visible pattern correlated to the patient sleep state can be modeled like BIS using 

spectral features of MUSIC algorithm.  

 Except, MUSIC other parametric methods for power spectral density can be used to 

find the classification accuracy of the same dataset to compare the results. Also, bi-

spectral features using MUSIC can be extracted to model the classifier.  

 Since the EEG signal of this dataset is a long time series, for classification purpose 

long short term memory based recurrent neural network can be utilized.    
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